
I   

S   

I  

C 

E
 

 مجله کنترل
ISSN (print) 2008-8345 

ISSN (online) 2538-3752 

 مقاله پژوهشی

                 1-12، صفحه 1403 ، تابستان2، شماره 18جلد

 

 ولي درهمينويسنده عهده دار مكاتبات:  دانشگاه صنعتي خواجه نصيرالدين طوسي -ق ايرانيمجله کنترل، انجمن مهندسان کنترل و ابزار دق

 

 ی هدف یادگیری تقویتی فازی مبتنی بر تکرار ارزش در ربات تعقیب کننده

 3يان هرندیو فريناز اعلمي 2، ولي درهمي1فرزانه نادی

 farzane.nadi@gmail.com يزد، ايران دانشجوی دکتری، دانشكده مهندسي کامپيوتر، دانشگاه يزد، 1
 vderhami@yazd.ac.ir د، ايرانيز استاد، دانشكده مهندسي کامپيوتر، دانشگاه يزد، 2

  farinaz.alamiyan@gmail.com اصفهان، ايران دکتری، دانشكده مهندسي برق و کامپيوتر، دانشگاه صنعتي اصفهان، پژوهشگر پسا 3

 27/03/1403: رشيپذ    05/12/1402ويرايش:   10/09/1402: افتيدر

 

 یپارامترها یهياول ميتنظ یبرا طيعامل در مح يشده از حرکت تصادف یجمع آور یهادر استفاده از داده ديجد يمقاله روش نيا :چکیده

سرعت آموزش و تعداد شكست بالا در زمان آموزش دو چالش مهم در  ی. کنددهديارائه م یفاز يتيتقو یريادگيکنترلگر با ساختار  کي

مقاله با  نيها باشد. در اچالش نيرفع ا یبرا يراهكار مناسب توانديم یفاز ستميس یپارامترها یهياول يساختارها هستند. مقدارده ليقب نيا

. شونديم هياول يمقدار ده یفاز ستميس یبر مشتق، پارامترها يمبتن یهااز روش یريگبدون بهره وستهيروش تكرار ارزش گسسته به پ ميتعم

ها به طور مناسب است، داده وستهيحالت پ یبا توجه به آنكه فضا. شوديم یآورمرتبط جمع یهاداده طيبا مح لعام يابتدا با تعامل تصادف

احتمال  سيماتر وستهيروش تكرار ارزش استاندارد به پ مي. آنگاه با تعمگردديحالت لحاظ م کيشده و هر خوشه به عنوان  یخوشه بند

 یمرحله پارامترها نيا جي. با استفاده از نتاشوديمحاسبه م یعمل به حالت بعد-حالت يآن پاداش ديو ام یعمل به حالت بعد-انتقال حالت

 ميتنظ يتيتقو یريادگيساختار به صورت برخط با روش  نيا ی. پس آز آن پارامترهاشونديم هياول يمقدار ده یفاز يتيتقو یريادگيساختار 

هدف  یکننده بيربات تعق یو در مسئله شوديم دهينام "بر تكرار ارزش يمبتن یفاز يتيتقو یريادگي"شده  هي. روش اراگردنديم يينها

 .هدف است یکننده بيربات تعق یاز بهبود قابل توجه عملكرد روش ارائه شده در مسئله يحاک هاشيآزما جي. نتارديگيمورد استفاده قرار م

 .فهد یکننده بيربات تعق ،یبندخوشه ا،يپو یسازبرنامه ،يتيتقو یريادگي ،یکنترلگر فازکلمات کلیدی: 

Value Iteration based Fuzzy Reinforcement Learning in Target 

Following Robot 

Farzaneh Nadi, Vali Derhami, Farinaz Alamiyan Harandi 

Abstract: This paper presents a new method for using data collected from the agent's random 

movement in the environment for the initial adjustment of parameters of a controller with a fuzzy 

reinforcement learning structure. Slow learning speed and high failure rates during training are two 

major challenges in such structures. The initial parameterization of the fuzzy system can be a suitable 

solution to address these challenges. In this paper, the method of discrete value iteration is extended 

to continuous without relying on derivative based methods to initialize the parameters of the fuzzy 

system. First, random interaction with the environment is used to collect relevant data. Since the state 

space is continuous, the data is appropriately clustered and each cluster is considered as a state. Then, 

by generalizing the standard value iteration method to the continuous, the transition probability matrix 

and the immediate reward expectation matrix are calculated. Using the results of this stage, the initial 

parameterization of the fuzzy reinforcement learning structure is performed. Subsequently, these 

parameters are fine-tuned using reinforcement learning. The proposed method is called "Value 

Iteration based Fuzzy Reinforcement Learning" and is used in the problem of target following robots. 

The experimental results indicate a significant improvement in the performance of the proposed 

method in the problem of target following robots. 
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 مقدمه -1

ها تبديل ها به ابزاری قدرتمند برای انسانهای اخير رباتدر سال

تعقيب "کنند. ربات ها کمک مياند و در انجام بسياری از کارها به آنشده

های مختلف سعي در حلرباتي است که با استفاده از راه 1"ی هدف کننده

ی هدف از پيگيری هدف و انجام وظايف خود دارد. ربات تعقيب کننده

های متعددی برای های پرکاربرد است که اين روزها پژوهشجمله ربات

ها بر اساس محيط عملياتي ها انجام شده است. اين رباتبهبود عملكرد آن

شوند. در اين [ تقسيم مي2،3[ و هوايي ]1ی زميني، زير آب ]به سه دسته

های محيطی هدف در های تعقيب کنندهپژوهش، تمرکز بر روی ربات

های دستيار توان به رباتهای اين دسته ميزميني است. از جمله ربات

های کمكي در صنايع و های سبد خريد، و رباتخانگي، ربات

ها پيوسته در حال [ اشاره کرد که استفاده از آن7-4های هوشمند ]کارخانه

 گسترش است. 

يزات ها برای درک محيط پيرامون خود به حسگرها و تجهربات

ی هدف نيز های تعقيب کنندهشوند. در طراحي رباتگوناگوني مجهز مي

و   2توان از حسگرهای متفاوتي استفاده کرد. حسگرهای سونارمي

ای از حسگرهای مورد استفاده ( نمونهLiDARپويشگرهای ليزری )از جمله 

[ که با بررسي زمان ارسال و دريافت امواج، 8،9هاست ]در اين ربات

کنند. دو چالش مهمِ استفاده ی اشيا موجود در محيط را محاسبه ميلهفاص

کننده، تک بُعدی بودن و انحراف موج های تعقيباز اين حسگرها در ربات

بر ها هزينههای رفع اين چالشها است که راهبازتاب از سطوح خاص و لبه

بودن برغم  خواهد بود. اين روزها، استفاده از دوربين به دليل ارزان قيمت

در دسترس قرار دادن اطلاعات زياد از محيط بسيار مورد توجه قرار گرفته 

ی ديد کم و عدم دسترسي به است. استفاده از تک دوربين به دليل زاويه

برانگيز است که ترکيب اطلاعات ای قابل اطمينان، چالشاطلاعات فاصله

ری و يا استفاده از ناشي از اين حسگر با حسگر ديگری اعم از پويشگر ليز

[. 12-10باشد ]ها ميهای رفع اين چالشچند تصوير پشت سر هم، از راه

، روش جديدی به نام انتخاب ويژگي بر اساس 2019پژوهشي در سال 

های مفيد برای کنترل ربات از برای استخراج ويژگي  3قطعيت انتقال

ی نهگزي RGBD[. حسگر 13تصاوير يک دوربين ارائه نموده است ]

[. اين حسگر، 14،15شود ]ها استفاده ميديگری است که در اين ربات

 
1 Target Following Robot 

2 Sonar sensors 

ی اشيا موجود در محيط تا حسگر )عمق اشيا( را به تصوير رنگي و فاصله

های تعقيب دهد. با استفاده از اين حسگر برای رباتعنوان خروجي ارائه مي

ع( موجود ی هدفِ مورد تعقيب و اشيا )موانی هدف، محل و فاصلهکننده

ی عملكرد اين حسگرها در محيط قابل دسترسي است اما با توجه به نحوه

ی فاصله اشيا موجود در محيط ی مادون قرمز برای محاسبه)استفاده از اشعه

ها در محيط بيروني امكانپذير نيست. ها برای رباتتا حسگر(، استفاده از آن

های عمق اشيا با روش استفاده از دو دوربين در حالت استريو و تقريب

حل ديگری برای متفاوت )انجام محاسبات و بدون استفاده از اشعه( راه

[ که در 18-1۶دسترسي به اطلاعات اشيا و هدف موجود در محيط است ]

 اين پژوهش نيز از اين مدل حسگرها استفاده شده است. 

 های کنترل ربات تعقيب کننده هدف استفاده از کنترلگريكي از راه

است. در پژوهشي توسط چوی  و همكارانش، از اين کنترلگر  PIDاز نوع 

[. در 19ی بازيكن گلف بهره برداری شده است ]برای ربات تعقيب کننده

 PIDهای راديويي  برای تشخيص هدف و کنترلگر اين ربات از سيگنال

های استفاده از اين کنترلگر، شود. از چالشبرای تعقيب هدف استفاده مي

تنظيم بهينه پارامترهای آن است. همچنين، در اين پژوهش روشي برای 

 تشخيص و دوری از موانع نيز بيان نشده است.

ی هدف و هدايت آن به اين روزها برای کنترل ربات تعقيب کننده

های عصبي عميق بسيار مورد توجه قرار سمت هدف، استفاده از شبكه

ی عصبي توان به استفاده از شبكهها ميگرفته است. از جمله اين پژوهش

[ اشاره کرد. در پژوهش ديگری که توسط 1۶کانولوشن و حسگر استريو ]

آلگبری  و همكارش انجام شده، با استفاده از اطلاعات ناشي از دوربين 

RGBD ( و يک شبكه عصبي عميقSingleShot MultiBox Detector )

-hueستفاده از هيستوگرام شوند و سپس با اتمام افراد محيط شناسايي مي

saturation-value [. برای تعقيب هدف 8شود ]فرد هدف تشخيص داده مي

تعقيب هدف )هدف در ناحيه ديد  -1سه وضعيت در نظر گرفته شده است: 

گم شدن هدف )خارج شدن هدف از ناحيه ديد  -2دوربين ربات است(، 

آخرين  ربات به 2جستجوی هدف. در وضعيت  -3دوربين ربات( و 

 3شود، اما اگر هدف مشخص نشد وارد وضعيت موقعيت هدف منتقل مي

 2و  1پردازد. در وضعيت شود و به چرخش برای جستجوی هدف ميمي

و نقشه حاصل از محيط، ربات با استفاده از  LiDARبا استفاده از حسگر 

3 Transition Certainty based Feature Selection (TCFS) 
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ی پارامترهای شود. علاوه بر چالش تنظيم بهينههدايت مي PIDکنترلگر 

، اين پژوهش فقط برای RGBDين کنترلگر، به دليل استفاده از حسگر ا

 های داخلي قابل استفاده است. تعقيب هدف در محيط

در پژوهش ديگری، چارچوبي برای رديابي و شناسايي افراد با استفاده 

[. ابتدا افراد حاضر در تصوير با 11،12از يک دوربين ارائه شده است ]

شوند. سپس، فرد مورد نظر )هدف( با من مشخص مياستفاده از فيلتر کال

های کانال کانولوشني  و تقويت آنلاين شناسايي ترکيبي از ويژگي

های عصبي عميق، گردد. علاوه بر چالش موجود برای آموزش شبكهمي

در اين پژوهش از يک کنترلگر ساده برای کنترل ربات استفاده شده است. 

کند اما در صورت گم ف حرکت ميبدين گونه که ربات به سمت هد

ماند تا فرد دوباره ظاهر شود. ايستد و منتظر ميکردن مسير هدف، ربات مي

 ی عمل ربات در مواجه به موانع نيز بيان نشده است.در اين پژوهش نحوه

های عصبي عميق، های مهم در مورد استفاده از شبكهيكي از چالش

های عصبي عميق برای آموزش شبكه ی آموزشينياز به تعداد زيادی داده

ی کنترلگرهای جعبه سياه قرار است. همچنين، اين کنترلگرها در دسته

پذيری، پذير هستند. بطور کلي غير توصيفگيرند، بنابراين غير توصيفمي

های آموزشي زياد، حجم محاسبات بالا، و عدم امكان گنجاندن نياز به داده

گرهای جعبه سياه است. لذا استفاده از دانش بشری مهمترين ضعف کنترل

های فوق مورد توجه قرار کنترلگرهای جعبه سفيد جهت غلبه بر چالش

گرفته است. سيستم استنتاج فازی يک ساختار جعبه سفيد است که توصيف 

پذيری و امكان گنجاندن دانش بشری در آن به عنوان دو ويژگي برجسته 

های جديد بسيار مورد توجه ر پژوهش[. بنابراين د20آن قابل توجه است ]

 [.21،22قرار گرفته است ]

گيری از کنترلگر فازی بر روی با بهره 2022در پژوهشي که در سال 

 LiDARی هدف انجام شده، از دوربين و حسگر ربات تعقيب کننده

[. اين پژوهش يک استراتژی رفتار تطبيقي مقاوم  23استفاده شده است ]

استنتاج فازی را ارائه نموده تا هدف به خوبي دنبال شود. مبتني بر مكانيزم 

های سيستم کنترلي فازی فاصله تعقيب ايمن  و سرعت فعلي ربات ورودی

هستند. خروجي سيستم نيز سرعت مناسب ربات است. پژوهش ديگری در 

تعريف مقادير زباني قابل تفسير توسط  -1راستای همين پژوهش، با هدف 

بدست  -3ی بين متغيرهای زباني، و نشان دادن رابطه -2 انسان در هر بعد،

تر، انجام تر و سادهها با روشي قابل فهمآوردن خروجي با استفاده از ورودی

 [.24شده است ]

ی کنترلگر فازی، تنظيم های مهم بعد از مقداردهي اوليهيكي از گام

ی است. از پر های يادگيرنرم تالي قواعد سيستم فازی با يكي از الگوريتم

های يادگيری در مسائل رباتيک، الگوريتم يادگيری کاربردترين الگوريتم

تقويتي  است. آموزش در يادگيری تقويتي تنها با استفاده از يک معيار 

گيرد. در شود صورت مياسكالر راندمان که سيگنال تقويتي ناميده مي

حالت پيوسته و ی هدف هر دو فضای عمل ی ربات تعقيب کنندهمسئله

های يادگيری تقويتي پيوسته بهره جست. هستند، لذا لازم است از الگوريتم

[ اشاره 25توان به يادگيری سارسای فازی  ]ها ميترين اين الگوريتماز مهم

 نمود. 

های يادگيری تقويتي، سرعت پايين آموزش دو ضعف عمده الگوريتم

ی غلبه بر اين ضعف و تعداد شكست بالا در زمان آموزش است. برا

اند. در [ را ارائه داده13،2۶،27های يادگيری تقويتي با ناظر ]محققين روش

های مبتني بر گراديانت، [ ابتدا با استفاده از روش13ای از اين کارها ]دسته

پارامترهای سيستم فازی در جهت کاهش مجموع مربعات خطا تنظيم شده 

های يادگيری تقويتي فازی روش و سپس به صورت بر خط با استفاده از

ها لحاظ شده اند. چند نقطه ضعف برای اين روشپارامترها تنظيم نرم شده

های مبتني بر گراديانت به است. پيدا کردن مقدار تالي قواعد با روش

ها های ناسازگار وجود دارد، در برخي حالتخصوص زماني که داده

ر در يک وضعيت در کنار مانع دهد. به عنوان مثال اگجواب مناسبي نمي

درجه  45ی آموزشي يک بار مقدار ی حرکت سر ربات در دادهبرای زاويه

گرداند درجه باشد، مقداری که روش مذکور برمي -45و يک بار مقدار 

مقدار صفر است، که به معني برخورد به مانع است. مشكل ديگر اين دسته 

ي است و در نتيجه مقداردهي ها گير افتادن در نقاط مينمم محلاز روش

های افتد. برای رفع چالشترين مقدار ممكن اتفاق نميتالي قواعد با بهينه

ی [ يک روش جديد برای تعيين اوليه2۶نژاد و همكارانش ]بيان شده، فتحي

مقدار پارامترهای تابع ارزش در يادگيری سارسای فازی را ارائه دادند. 

م توابع عضويت ورودی سيستم فازی روش مذکور راهكاری برای تنظي

ها در تعيين دهد. همچنين در هنگام آموزش برخي پيچيدگيارائه نمي

ها که به مقدار خروجي مطلوب برسد وجود دارد. از ترکيبي از مقدار تالي

آوری های با ناظر اين است که جمعهای موجود در روشديگر چالش

رو هايي روبهئل با دشواریهای آموزشي توسط ناظر در بعضي مساداده

های نويزی بسيار چالش برانگيز ها و وجود دادهاست. ناسازگاری در داده

 دهند.هستند و گاه کيفيت کنترلگر را به شدت تحت تأثير قرار مي

دهيم که با استفاده از در اين پژوهش يک روش جديد ارائه مي

فازی  که قبلا آوری شده از محيط و روش تكرار ارزش های جمعداده

[ ارائه شده است، پارامترهای کنترلگر فازی موردنظر 28توسط نويسندگان ]

آوری شده با های جمعنماييم. توجه شود که دادهرا مقداردهي اوليه مي

آيد و در واقع از آنها برای حرکت تصادفي ربات در محيط بدست مي

شود. پس از مي ی مدل گذر از حالت و عمل به حالت بعدی استفادهتهيه
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ی پارامترهای کنترلگر فازی، با استفاده از روش يادگيری مقداردهي اوليه

شود. بطور خلاصه سهم علمي مقاله سارسای فازی پارامترها تنظيم نهايي مي

به شرح زير است: الف( ارايه يک ساختار مبتني بر تجزيه رفتارها برای 

وش تكرار ارزش فازی ربات تعقيب کننده هدف. ب( بكارگيری ايده ر

در مقداردهي اوليه پارامترهای کنترلگر فازی. ج( تعريف سيگنال تقويتي 

سازی روش ی هدف. د( پيادهی ربات تعقيب کنندهمناسب برای مسئله

 ی هدف.  ی ربات تعقيب کنندهبرای مسئله

شود. ساختار مقاله بدين گونه است: در بخش دوم مفاهيم پايه مرور مي

ارائه شده و روش پيشنهادی به ترتيب در بخش سوم و چهارم چارچوب 

ها است و در ی آزمايشی نتيجهشود. بخش پنجم بيان کنندهشرح داده مي

 شود.گيری و پيشنهادها در بخش ششم بيان مي، نتيجهنهايت

 فاهیم پایهم -۲

سازی پويا به اختصار بيان در اين بخش يادگيری تقويتي فازی و برنامه

يادگيری تقويتي فازی، يادگيری سارسای فازی به  شود. در زيربخشمي

 شود.ها توضيح داده ميعنوان مشهورترين اين سيستم

 فازی يادگيری تقويتي 2-1

های فازی به عنوان های يادگيری تقويتي و سيستمبا ترکيب روش

های يادگيری تقويتي فازی ارائه شدند. های تابع، سيستمتقريب زننده

های يادگيری تقويتي فازی در نگاهي گسترده، به سه دسته معماری اریمعم

شوند. هر يک از اين نقاد تقسيم مي-تنها و عملگر-تنها، عملگر-نقاد

تنها به دليل -ها مزايا و معايب خاص خود را دارند. اما معماری نقادمعماری

ن ی کاوش بالاتر و شفافيت بيشتر در گنجاندن دانش خبره در آدرجه

 .]29،30[تری دارد کاربرد وسيع

های زنندهتنهای يادگيری تقويتي با استفاده از تقريب-در معماری نقاد

شود. دو روش تابع، نگاشت ميان فضای حالت و فضای عمل تقريب زده مي

و يادگيری سارسای فازی  1ای در اين معماری، يادگيری کيوی فازیپايه

ساس مدل فازی سوگنوی مرتبه صفر هستند ها بر ااند. اين روشناميده شده

 .]31[دهند و راهكاری برای تنظيم برخط تالي قواعد ارائه مي

يادگيری سارسای فازی بر خلاف يادگيری کيوی فازی که برون 

و ساختار قواعد آن با  باشدسياست است، يک الگوريتم بر سياست مي

 ير است:استفاده از سيستم فازی سوگنوی مرتبه صفر به صورت ز

𝑅𝑢𝑙𝑒𝑖: 
𝑖𝑓 𝑥1 𝑖𝑠 𝐿𝑖1 𝑎𝑛𝑑 … 𝑎𝑛𝑑 𝑥𝑛 𝑖𝑠 𝐿𝑖𝑛, 

𝑡ℎ𝑒𝑛 (𝑜𝑖1 𝑤𝑖𝑡ℎ 𝑣𝑎𝑙𝑢𝑒 𝑤𝑖1) 𝑜𝑟 … 𝑜𝑟  

(1) 

 
1 Fuzzy Q-Learning (FQL) 

(𝑜𝑖𝑚 𝑤𝑖𝑡ℎ 𝑣𝑎𝑙𝑢𝑒 𝑤𝑖𝑚), 𝑖 = 1, 2, 3, … , 𝑅 

ام، و تعداد 𝑘ورودی  تعداد قواعد،کننده به ترتيب بيان 𝑛و  𝑅 ،𝑥𝑘که در آن 

𝐿𝑖متغيرهای ورودی است.  =  𝐿𝑖1 × … × 𝐿𝑖𝑛  شامل𝑛  مجموعه فازی

امين قاعده است. در اين رابطه، 𝑖محدب اکيدا نرمال با مرکزهای يكتا برای 

𝑚 های گسسته ممكن برای هر قاعده، تعداد عمل𝑜𝑖𝑗  𝑗 امين عمل نامزد در

ی آن است. مقدار تالي هر مقدار ارزش تقريب زده شده 𝑤𝑖𝑗ام و 𝑖قاعده 

. ]29،30[ شودانتخاب مي 𝑤𝑖𝑗قاعده در هر قدم زماني با توجه به مقادير 

 در هر قاعده است. 𝑜𝑖𝑗هدف آموزش پيدا کردن بهترين تالي 

 سازی پويابرنامه 2-2

ای ازی پويا به مجموعهسدر مبحث يادگيری تقويتي، اصطلاح برنامه

ی مقادير ارزش و توانند برای محاسبهشود که ميها اتلاق مياز الگوريتم

سازی های برنامههای بهينه در يک مسئله استفاده شوند. الگوريتمسياست

های پويا به يک مدل کامل از محيط نياز دارند. مدل محيط شامل مجموعه

,𝐴(𝑠)( و عمل )𝒮حالت محيط ) 𝑠 ∈ 𝒮ها توسط ( است و پويايي آن

′𝑃𝑠𝑠عمل به حالت بعدی )-ای از احتمالات انتقال حالتمجموعه
𝑎 و اميد )

′𝑅𝑠𝑠عمل به حالت بعدی )-های آني حالتپاداش
𝑎 به صورت زير تعيين )

 شده است:

𝑃𝑠𝑠′
𝑎 = Pr{𝑠𝑡+1 = 𝑠′| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎} 

𝑅𝑠𝑠′
𝑎 = E{𝑟𝑡+1| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎, 𝑠𝑡+1 = 𝑠′} 

(2) 

𝑠اين رابطه برای تمام  ∈ 𝒮 ،𝑎 ∈ 𝐴(𝑠)  و𝑠′ ∈ 𝒮+ (𝒮+  همان مجموعه𝒮 

 .]29،30[شود( برقرار است است که حالت پاياني را نيز شامل مي

وابع ارزش برای کليدی در يادگيری تقويتي، استفاده از ت يک راهكار

های مناسب است. منظور از سياست تابع احتمال انتخاب پيدا کردن سياست

ناميم. يكي عمل در هر حالت است که در تئوری کنترل آن را کنترلگر مي

های محيط استفاده از های يافتن توابع ارزش بهينه برای تمام حالتاز راه

 سازی پويا است:روش تكرار ارزش در برنامه

𝑉∗(𝑠) =  𝑚𝑎𝑥𝑎  ∑ 𝑃𝑠𝑠′
𝑎 [𝑅𝑠𝑠′

𝑎 + 𝛾𝑉∗(𝑠′)

𝑠′

] (3) 

𝑠برای تمام  ∈ 𝒮 ،𝑎 ∈ 𝐴(𝑠)  و𝑠′ ∈ 𝒮+ ،0. در رابطه فوق ≤ 𝛾 ≤ 1 

 .]29[فاکتور تخفيف است 

توان سياست بهينه را بدست آورد. با داشتن مقدار تابع ارزش بهينه مي

های فوق برای فضای حالت و عمل گسسته است و در بخشی البته رابطه

 گردد.بعد روش ارائه شده برای تعميم اين روش در فضای پيوسته ارائه مي
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چارچوب ارائه شده برای ربات تعقیب  -3

 ی هدفکننده

بحث اصلي در اين پژوهش کنترل ربات برای تعقيب هدف متحرک 

در مسائل  1ایرت زنجيرهی تعقيب هدف را به صوباشد. اگر مسئلهمي

هايي برای يادگيری تقويتي درنظر بگيريم، تجربه نشان داده که با دشواری

کنترل ربات روبرو خواهيم شد. بنابراين برای کاهش پيچيدگي کنترلگر، 

به عنوان يک معماری کنترلي مبتني بر رفتار استفاده  2معماری رفتارگرا از

ی رفتارهای پيچيده با اری، ارائهی بروکس در اين معمکنيم. ايدهمي

. در اين پژوهش نيز به دنبال شكستن ]32[ترکيب چندين رفتار ساده است 

رفتار کنترلي پيچيده به چندين رفتار ساده هستيم و طراحي کنترلگر 

 است. 1چين در شكل رفتارگرا به صورت بلوک نقطه

 
برای ربات تعقيب : چارچوب ارائه شده مبتني بر معماری رفتارگرا 1شكل 

 ی هدفکننده

ورودی و خروجي اين بلوک کنترلگر به ترتيب مقادير حسگرها و 

ای( است. در اين کنترلگر سه فرمان اعمالي به ربات )سرعت خطي و زاويه

در نظر « تعقيب توام با اجتناب»و « تعقيب هدف»، «دوری از موانع»رفتار 

ا هدف و موانع، يک از سه گرفته شده است. با توجه به وضعيت ربات ب

( خروجي را S) 3شود، سپس بلوک انتخاب کنندهرفتار فراخواني مي

دهد. پس از انتخاب و به عنوان خروجي بلوک کنترلگر ربات ارائه مي

ای خروجي اين بلوک به ربات، ادراک اعمال سرعت خطي و سرعت زاويه

ان ورودی به شود و به عنووضعيت فعلي توسط حسگرهای ربات انجام مي

 شود. کنترلگر ربات ارسال مي

اولين رفتار به منظور اطمينان از عدم برخورد ربات به موانع تعبيه شده 

است و زماني است که ربات نزديک موانع است. در اين شرايط، ربات بايد 

 
1 Sequential 
2 Subsumption architecture 

3 Suppressor 

از موانع اجتناب کند و در عين حال سعي کند به سمت موقعيت هدف 

هيچ مانعي در اطراف ربات وجود « هدف تعقيب»حرکت کند. در رفتار 

تواند به ندارد و هدف نيز در زاويه ديد ربات قرار دارد، بنابراين ربات مي

سمت هدف بچرخد و سپس ربات مستقيم به سمت هدف حرکت کند. در 

های ربات با هدف و موانع نيز رفتار سوم )تعقيب توام با ساير وضعيت

 . کنترلگر رفتار سوم يک سيستم فازیاجتناب( در نظر گرفته شده است

 4است که پس از مقداردهي اوليه با بكارگيری يادگيری تقويتي، تنظيم نرم

 شده است.

 

 روش پیشنهادی برای تنظیم کنترلگر فازی -4

در اين بخش روشي جديد برای تنظيم پارامترهای يک کنترلگر فازی 

ی اول ردد. در مرحلهگی تنظيم سخت و تنظيم نرم ارائه ميدر دو مرحله

های حسگرها و اقدام تصادفي عامل در هدف آن است که با داشتن داده

فازی مقداردهي اوليه شوند. بدين منظور  کنترلگرمحيط پارامترهای 

گردد و بندی ارائه ميتعميمي از روش تكرار ارزش با استفاده از خوشه

های هر خوشه، عملها و ارزش سپس با استفاده از نتايج و مشخصات خوشه

يک سيستم فازی با ساختار متناظر با يادگيری سارسای فازی ساخته 

ها شود. مشخصات توابع عضويت ورودی با استفاده از مشخصات خوشهمي

های کانديد با توجه های کانديد و مقدار ارزش عملشود و عملتعيين مي

يافته حاصل  های بدست آمده در روش تكرار ارزش تعميمبه مقدار ارزش

ی دوم از يادگيری سارسای فازی برای تنظيم نرم شود. در مرحلهمي

شود. روش ارائه شده را يادگيری پارامترها بصورت بر خط بهره برده مي

 کنيم.نامگذاری مي 5تقويتي فازی مبتني بر تكرار ارزش

با توجه به اينكه روش ارائه شده برای رفتار تعقيب توام با اجتناب در 

ی هدف بكار گرفته شده است، توضيحات اين ی ربات تعقيب کنندهسئلهم

بخش بر اساس بكارگيری در اين مسئله است. بدين منظور ابتدا ربات در 

محيط قرار گرفته، ربات به صورت کاملا تصادفي در محيط حرکت داده 

های کنترلي های درنظر گرفته شده و فرمانشود و مقاوير ويژگيمي

ی ربات با مانع فاصله -1ها مهم در اين مسئله، شود. ويژگيمي آوریجمع

 -3(، LDی ربات با مانع سمت چپ)فاصله -2(، RDسمت راست )

(، Tetaی سر ربات با هدف )زاويه -4(، و FDی ربات با مانع جلو )فاصله

ای های کنترلي اعمالي به ربات نيز، سرعت خطي و سرعت زاويهو فرمان

4 Fine tune 

5 Value Iteration based Fuzzy Reinforcement Learning: VIFRL 
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يد حالات سيستم و ساير اطلاعات تكميلي از اين محيط با است. سپس با

ی پيوسته استخراج شود. بدين منظور آوری شدههای جمعاستفاده از داده

شود. به بياني ديگر، با استفاده از از روش تكرار ارزش فازی استفاده مي

بندی آوری شده خوشههای جمع، دادهKmeansبندی الگوريتم خوشه

باشد. در گام ی يک حالت از سيستم ميدهندهخوشه نشان شود و هرمي

-سازی پويا، ماتريس احتمال انتقال حالتبعد لازم است با بكارگيری برنامه

عمل به حالت بعدی با -عمل به حالت بعدی و اميد پاداش آني حالت

ی آوری شده استخراج شود. به طور مثال رابطههای جمعاستفاده از داده

به حالت  𝑠ی( عمل حالت )خوشه-ی احتمال انتقال حالتحاسبهزير برای م

𝑠′  پس از اعمال عمل𝑎1 :است 

𝑃
𝑠,𝑠′
𝑎1  =  

∑ #(𝑠
𝑎1
→ 𝑠′)

∑ #(𝑠
𝑎1
→ 𝑖)      , 𝑖 = 1,2, . . . , 𝑛

 

 

(4) 

𝑠)#ی فوق در رابطه
𝑎1
→ 𝑠′) آوری جمع هایی تعداد دادهبيان کننده

است و پس از اعمال عمل  𝑠ها حالت که حالت شروع آن ای استشده

𝑎1  به حالت𝑠′ شوند. تعداد کل حالات مسئله نيز منتقل ميn  در نظر

پس  ′𝑠به حالت  𝑠عمل حالت -گرفته شده است. اميد پاداش آني حالت

 شود:ميی زير محاسبه نيز طبق رابطه  𝑎1از اعمال عمل 

𝑅
𝑠,𝑠′
𝑎1  =  (𝐹𝐷(𝑠′) −  𝐹𝐷(𝑠)) 

                + ((𝑇𝑒𝑡𝑎(𝑠′) −  𝑇𝑒𝑡𝑎(𝑠))  ∗  2) 

(5) 

ی سر ی ربات تا مانع جلو و زاويهی فاصلهنشان دهنده Tetaو  FDبه ترتيب 

و ی ربات تا مانع جلو ربات با هدف است. بنابراين هرچه يک انتقال فاصله

ی سر ربات با هدف را بيشتر کاهش دهد، پاداش بيشتری دارد. پس زاويه

های محيط با استفاده بهينه برای تمام حالت مقدار توابع ارزشی از محاسبه

عمل برای -مقدار ارزش حالتی فوق، و مقادير محاسبه شده 3ی از رابطه

 د:شوی زير محاسبه ميهای مسئله با رابطهعمل-تمام جفت حالت

𝑄∗(𝑠, 𝑎) =  ∑ 𝑃𝑠𝑠′
𝑎 [𝑅𝑠𝑠′

𝑎 + 𝛾𝑉∗(𝑠′)

𝑠′

] (۶) 

0در رابطه فوق،  ≤ 𝛾 ≤  فاکتور تخفيف است. 1

ی سيستم فازی برای کنترلگر ربات از نوع سيستم فازی سوگنوی مرتبه

 1ی در نظر گرفته شده است و ساختار کلي قواعد آن طبق رابطه 1صفر

های قواعد کنترلگر فازی را و سپس مقدم 2حي قواعد فازیاست. نوا

های خروجي روش تكرار ارزش فازی مشخص توان با استفاده از خوشهمي

 
1 Zero Order TSK 
2 Fuzzy Rule Patch 

عمل -نمود. در تالي هر قاعده نيز عمل با بيشترين مقدار ارزش حالت

ی زير شمای کلي از قواعد کنترلگر فازی گيرد. رابطهمحاسبه شده قرار مي

 ام است:iی برای خوشه

(7) 
𝑅𝑢𝑙𝑒𝑖: 
𝑖𝑓𝐿𝐷 𝑖𝑠 𝐹𝑢𝑛𝑐(𝐿𝐷𝐶𝑖

) 𝑎𝑛𝑑 𝐹𝐷 𝑖𝑠 𝐹𝑢𝑛𝑐(𝐹𝐷𝐶𝑖
) 

    𝑎𝑛𝑑 𝑅𝐷 𝑖𝑠 𝐹𝑢𝑛𝑐(𝑅𝐷𝐶𝑖
) 𝑎𝑛𝑑 𝑇𝑒𝑡𝑎 𝑖𝑠 𝐹𝑢𝑛𝑐(𝑇𝑒𝑡𝑎𝐶𝑖

) 
       𝑡ℎ𝑒𝑛 𝐿𝑉 = 𝑙𝑣𝑖  𝑎𝑛𝑑 𝐴𝑉 = 𝑎𝑣𝑖  𝑤𝑖𝑡ℎ 𝑊.   

شود و های هر خوشه اعمال ميروی هر چهار ويژگي تمام داده Funcتابع 

ها برای آن ويژگي خروجي آن دو مقدار ميانگين و انحراف از معيار داده

𝐹𝑢𝑛𝑐(𝐿𝐷 است. به طور مثال 
𝐶𝑖

ی ميانگين و انحراف از معيار بيان کننده(

ام است. عمل با i یموجود در خوشههای برای تمام داده LDويژگي 

( در تالي اين قاعده، سرعت Wعمل )مقدار -بيشترين مقدار ارزش حالت

 است.  𝑎𝑣𝑖ای و سرعت زاويه 𝑙𝑣𝑖خطي 

ی اوليه با يكي از در گام بعدی لازم است تالي قواعد در سيستم فاز

وهش از روش های يادگيری تقويتي، تنظيم نرم شود. در اين پژالگوريتم

بدين صورت که  يادگيری سارسای فازی بدين منظور بهره برده شده است.

چهار عمل ديگر که اطراف عمل با بيشترين ارزش هستند، به همراه ارزش 

ی موجود در شود. به عنوان مثال، قاعدهها به تالي قواعد اضافه ميآن

 شود:بديل ميی زير تی يادگيری به رابطهبرای شروع پروسه 7ی رابطه

(8) 

𝑅𝑢𝑙𝑒𝑖:  

𝑖𝑓𝐿𝐷 𝑖𝑠 𝐹𝑢𝑛𝑐(𝐿𝐷𝐶𝑖
) 𝑎𝑛𝑑 𝐹𝐷 𝑖𝑠 𝐹𝑢𝑛𝑐(𝐹𝐷𝐶𝑖

) 

   𝑎𝑛𝑑 𝑅𝐷 𝑖𝑠 𝐹𝑢𝑛𝑐(𝑅𝐷𝐶𝑖
) 𝑎𝑛𝑑 𝑇𝑒𝑡𝑎 𝑖𝑠 𝐹𝑢𝑛𝑐(𝑇𝑒𝑡𝑎𝐶𝑖

) 
     𝑡ℎ𝑒𝑛 (𝐿𝑉 = 𝑙𝑣𝑖1

 𝑎𝑛𝑑 𝐴𝑉 = 𝑎𝑣𝑖1
 𝑤𝑖𝑡ℎ 𝑤𝑖1

) 
         𝑜𝑟 (𝐿𝑉 = 𝑙𝑣𝑖2

 𝑎𝑛𝑑 𝐴𝑉 = 𝑎𝑣𝑖2
 𝑤𝑖𝑡ℎ 𝑤𝑖2

) 
        𝑜𝑟 (𝐿𝑉 = 𝑙𝑣𝑖3

 𝑎𝑛𝑑 𝐴𝑉 = 𝑎𝑣𝑖3
 𝑤𝑖𝑡ℎ 𝑤𝑖3

) 
       𝑜𝑟 (𝐿𝑉 = 𝑙𝑣𝑖4

 𝑎𝑛𝑑 𝐴𝑉 = 𝑎𝑣𝑖4
 𝑤𝑖𝑡ℎ 𝑤𝑖4

) 
       𝑜𝑟 (𝐿𝑉 = 𝑙𝑣𝑖5

 𝑎𝑛𝑑 𝐴𝑉 = 𝑎𝑣𝑖5
 𝑤𝑖𝑡ℎ 𝑤𝑖5

).   

گيرد و مراحل زير برای آموزش های آموزشي قرار ميربات در محيط

اين کنترلگر با استفاده از يادگيری سارسای فازی به ترتيب زير انجام 

 شود:مي

 3فعلي: روش انتخاب عمل شبه حريصانهانتخاب عمل در حالت  -1

 است.

 .اعمال عمل انتخابي و انتقال به حالت بعدی و بررسي حالت جديد -2

 .انتخاب عمل در حالت جديد -3

 .بروز رساني مقادير ارزش تالي قواعد -4

3 -greedy 
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اعمال عمل جديد، انتقال به حالت بعدی، بررسي حالت جديد، و  -5

 .1رفتن به گام 

حالت جديد در مراحل فوق، حالت رسيدن به هدف منظور از بررسي 

يا برخورد با مانع است. در صورتيكه ربات در يک محيط در يكي از اين 

دو حالت قرار گيرد، مقادير ارزش تالي قواعد به روز رساني شده و پروسه 

شود. به منظور به روز رساني مقادير ارزش، سيگنال آموزش متوقف مي

 ه شرح زير تعريف شده است:دريافتي ربات بتقويتي 

(9) 
𝑟 =  {

5            ,       𝐺𝑜𝑎𝑙
     −5          ,    𝐶𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛
−0.01       ,        𝐸𝑙𝑠𝑒     

 

پس از اتمام آموزش، کنترلگر نهايي به عنوان رفتار تعقيب توام با 

 گيرد.قرار ميمورد استفاده  3اجتناب در چارچوب ارائه شده در بخش 

 

 هاآزمایش -5

با هدف بررسي عملكرد، روش پيشنهادی بر روی ربات تعقيب 

سازی شد. ، پياده1ساز ويباتسافزار شبيهی هدف و با استفاده از نرمکننده

دو چرخ مجهز به دوربين استريوی  Pioneer 3DXربات استفاده شده، 

ZED در هر سه جهت با ی ربات تا موانع به عنوان حسگر است. فاصله

بندی معنايي که قبلا و روش بلوک ZEDاستفاده از تصاوير عمق دوربين 

شود. هدف روش [ ارائه شده است، محاسبه مي18توسط نويسندگان ]

بندی معنايي، تشخيص بهتر موانع در هر سه جهت ربات است. بلوک

 بندی در اين روش در شكل زير نشان داده شده است:ی بلوکنحوه

 
بندی معنايي برای تشخيص بهتر موانع سمت راست، چپ و : بلوک2شكل 

 [18جلوی ربات ]

 Ground، و LD ،FD ،RDی هر تصوير عمق دوربين به چهار ناحيه

ی ربات از موانع در سه ناحيه، برابر با حداقل شود و فاصلهتقسيم مي

 ی مانع تا ربات در هر بلوک است.فاصله

، سه رفتار دوری 3وب ارائه شده برای ربات در بخش با توجه به چارچ

ی که در رابطه و تعقيب توام با اجتناب وجود دارد از موانع، تعقيب هدف

 
1 Webots 

. شرايط است .G. F. with O. A، و  .O. A. ،G. Fبه ترتيب با عنوان   10

 ی زير نشان داده شده است:هر رفتار در رابطه

 

(10) 

{

             𝑚𝑖𝑛(𝐿𝐷, 𝐹𝐷, 𝑅𝐷) <=  0.75            , 𝑂. 𝐴.
(𝑚𝑖𝑛(𝐿𝐷, 𝐹𝐷, 𝑅𝐷)  ≥  𝐺𝑜𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒)

& (−30 <= 𝐺𝑜𝑎𝑙 𝑡𝑒𝑡𝑎 <=  30) 
 , 𝐺. 𝐹.

                           𝑜𝑡ℎ𝑒𝑟𝑠                         , 𝐺. 𝐹. 𝑤𝑖𝑡ℎ 𝑂. 𝐴.

 

ی ربات تا ی فوق مشخص است، اگر کمترين فاصلهرابطه همانطور که در

متر سانتي 75( کمتر از FD( و جلو )LD(، چپ )RDموانع سمت راست )

ی سر ربات با شود و با توجه به زاويهشود، رفتار دوری از موانع فعال مي

ای زند. بدين صورت که هر بار، سرعت زاويههدف، ربات مانع را دور مي

ی سر ربات با هدف است و سرعت خطي بات به اندازه زاويهاعمالي به ر

شود. زماني رفتار تعقيب هدف فراخواني واحد کاهش داده مي 2آن 

ی ربات تا هدف ی ربات تا موانع بيشتر از فاصلهشود که حداقل فاصلهمي

ی ی ديد ربات قرار داشته باشد )به بياني ديگر، زاويهباشد و هدف در زاويه

ای درجه باشد(. در اين رفتار، سرعت زاويه 30و  -30با هدف بين  سر ربات

ی ی سر ربات با هدف است و سرعت خطي با توجه به فاصلهبه اندازه زاويه

شود. در غير اينصورت رفتار تعقيب توام با اجتناب ربات با هدف تنظيم مي

با روش شود و خروجي اين رفتار با کنترلگر فازی توليد شده فراخواني مي

ساز در اين شبيه  شود.يادگيری تقويتي فازی مبتني بر تكرار ارزش توليد مي

 3آوری داده ايجاد شد که در شكل دو محيط برای حرکت ربات و جمع

 .نشان داده شده است

ی قرمز ی هدف در دايره، ربات تعقيب کنندهآموزشيهای در محيط

ها به عنوان موانع جعبهی آبي رنگ است و رنگ و ربات هدف در دايره

آوری داده، ربات کاملا تصادفي در محيط حرکت داده هستند. برای جمع

ای است. های اعمالي به ربات، سرعت خطي و سرعت زاويهشود. فرمانمي

,0]ی سرعت خطي ربات يكي از مقادير بازه 2, 4, ۶, 8, 10, و سرعت  [12

,20−]ی ای آن، يكي از مقادير بازهزاويه −10, 0, 10, است. سرعت  [20

ای ربات ی ربات تا هدف و موانع، و سرعت زاويهخطي با توجه به فاصله

با استفاده از دسته کنترل توسط هدايتگر ربات مشخص و سپس به ربات 

است  5۶19آوری شده در اين فاز، های جمعشود. تعداد کل دادهاعمال مي

 -2ات با مانع سمت راست، ی ربفاصله -1آوری شده، و اطلاعات جمع

ی زاويه -4ی ربات با مانع جلو، فاصله -3ی ربات با مانع سمت چپ، فاصله

باشد. ای اعمالي به ربات ميسرعت خطي و زاويه -5سر ربات با هدف، و 

، و LD ،FD ،RDی اول در هر حرکت )آوری شدهی جمعچهار داده

Tetaستم است.استفاده در حالات سيهای مورد (، ويژگي 

LD 

FD 

RD 

Ground 
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 آوری دادهها برای حرکت ربات و جمع: محيط3شكل 

ها، از های سيستم با استفاده از مقادير اين ويژگيبرای استخراج حالت

بندی خوشه بهره برده شد. در اين روشِ Kmeans بندیالگوريتم خوشه

 1دروني ها بسيار مهم است بنابراين از معيارهای ارزيابيعدد تعداد خوشه

استفاده شد. از معيارهای  kبندی با مقادير متفاوت برای بررسي نتايج خوشه

، و جمع مربعات 4بولدين-، ديويس3، سيهوتي2هارباز-کالينسكيارزيابي 

در  kبه عنوان متغير  ۶خطا بدين منظور بهره برده شد و طبق نتايج، مقدار 

آوری های جمعادهتمام د تعيين شد. بنابراين Kmeansبندی روش خوشه

ی شدند. گام بعد محاسبه بندیحالت سيستم( تقسيم ۶خوشه ) ۶شده به 

عمل به حالت بعدی و اميد پاداش -های احتمال انتقال حالتمقادير ماتريس

سازی عمل به حالت بعدی برای تمام حالات با استفاده از برنامه-آني حالت

مقدار ارزش هر حالت محاسبه  3 ی. با استفاده از رابطهاست 2پويا و روابط 

آيد. بدين ترتيب شده، سپس عمل با بيشترين ارزش در هر حالت بدست مي

شود که هر قاعده متناظر با قاعده مقداردهي اوليه مي ۶کنترلگر فازی با 

ی اول کنترلگر فازی اوليه های يک خوشه است. به عنوان مثال، قاعدهداده

 :به شكل زير است

(11) 𝑖𝑓𝐿𝐷 𝑖𝑠 (0.3,0.1) 𝑎𝑛𝑑 𝐹𝐷 𝑖𝑠 (0.4,0.2)  
𝑎𝑛𝑑 𝑅𝐷 𝑖𝑠 (0.9,0.2) 𝑎𝑛𝑑 𝑇𝑒𝑡𝑎 𝑖𝑠 (−0.5,0.3) 
𝑡ℎ𝑒𝑛 𝐿𝑉 = 6 𝑎𝑛𝑑 𝐴𝑉 = −20 𝑤𝑖𝑡ℎ 3.19.   

ی ی فوق، به ترتيب فاصلهقاعدهدر مقدم  Teta، و LD ،FD ،RDمتغيرهای 

ی سر ربات با هدف زاويهربات از مانع سمت چپ، جلو، سمت راست و 

 
1 Internal Criteria Index 

2 Calinski-Harabasz 

دهد. همانطور که در بخش قبل توضيح داده شد، خروجي تابع را نشان مي

Func های مولفهشود که به ترتيب در قواعد کنترلگر فازی استفاده مي

های موجود در يک خوشه است. برای تمام دادهميانگين و انحراف از معيار 

,0.3)در مثال فوق،  ين و انحراف از معيار ويژگي به ترتيب ميانگ (0.1

ی های موجود در خوشهی ربات از موانع سمت چپ برای تمام دادهفاصله

( با بيشترين AVای )( و سرعت زاويهLVسرعت خطي )است.  1ی شماره

  گيرد.ارزش نيز در تالي قاعده قرار مي

گام بعدی تنظيم نرم تالي قواعد در کنترلگر فازی اوليه است. بدين 

ر چهار عمل ديگر که اطراف عمل با بيشترين ارزش هستند، به همراه منظو

ی اول شود. به عنوان مثال، قاعدهها به تالي قواعد اضافه ميارزش آن

 :استی يادگيری به صورت زير کنترلگر فازی برای شروع پروسه

(12) 

𝑖𝑓𝐿𝐷 𝑖𝑠 (0.3,0.1) 𝑎𝑛𝑑 𝐹𝐷 𝑖𝑠 (0.4,0.2) 
𝑎𝑛𝑑 𝑅𝐷 𝑖𝑠 (0.9,0.2) 𝑎𝑛𝑑 𝑇𝑒𝑡𝑎 𝑖𝑠 (−0.5,0.3) 
𝑡ℎ𝑒𝑛 (𝐿𝑉 = 6 𝑎𝑛𝑑 𝐴𝑉 = −20 𝑤𝑖𝑡ℎ 3.19) 
    𝑜𝑟 (𝐿𝑉 = 8 𝑎𝑛𝑑 𝐴𝑉 = −20 𝑤𝑖𝑡ℎ 3.08) 
   𝑜𝑟 (𝐿𝑉 = 4 𝑎𝑛𝑑 𝐴𝑉 = −20 𝑤𝑖𝑡ℎ 2.73) 
   𝑜𝑟 (𝐿𝑉 = 6 𝑎𝑛𝑑 𝐴𝑉 = −10 𝑤𝑖𝑡ℎ 3.08) 
   𝑜𝑟 (𝐿𝑉 = 8 𝑎𝑛𝑑 𝐴𝑉 = −10 𝑤𝑖𝑡ℎ 2.87).   

پس از آماده سازی تمام قواعد، مراحل آموزش کنترلگر فازی ربات 

شود. ی هدف با استفاده از روش يادگيری ارائه شده، انجام ميتعقيب کننده

 :در نظر گرفته شده است زيرمحيط آموزشي  5بدين منظور 

 

 

3 Silhouette 

4 Davies-Bouldin 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
1-

31
 ]

 

                             8 / 12

http://joc.kntu.ac.ir/article-1-1012-fa.html


 ی هدف يادگيری تقويتي فازی مبتني بر تكرار ارزش در ربات تعقيب کننده

 يان هرندیفرزانه نادی، ولي درهمي و فريناز اعلمي

9 
 

 
 

Journal of Control, Vol. 18, No. 2, Summer 2024  1403، تابستان 2، شماره 18مجله کنترل، جلد 

 

 

 

 

 
 لگر فازیهای آماده شده برای آموزش کنتر: محيط4شكل 

محيط به  5در صورتيكه ربات بتواند در يک دور از آموزش، در هر 

هدف برسد، فرآيند آموزش کنترلگر و به روز رساني ارزش تالي قواعد 

 5دور حرکت ربات در هر  5ها، پس از شود. در اين آزمايشمتوقف مي

ها به هدف برسد و اجرا( ربات توانست در تمام محيط 25محيط )جمعا 

ی اول از موزش کنترلگر متوقف شد. عمل با بيشترين ارزش برای قاعدهآ

به عنوان سرعت خطي و  -20و  8کنترلگر پس از پايان آموزش، مقدار 

 ای است.زاويه

به منظور بررسي کارآيي کنترلگر پيشنهادی برای رفتار تعقيب توام با 

ساز آماده اجتناب در چارچوب ارائه شده، دو محيط متفاوت زير در شبيه

و دو روش کنترلگر فازی اوليه و کنترلگر فازی آموزش داده شده برای 

رسيدن ربات به هدف اجرا شد. چارچوب هر دو کنترلگر يكسان است و 

ها متفاوت تنها کنترلگر استفاده شده در رفتار تعقيب توام با اجتناب برای آن

د بررسي قرار گرفته ها تنها اين رفتار موراست، بنابراين در اين آزمايش

است. به بياني ديگر پس از خروج از اين رفتار و فراخواني رفتار بعدی 

شود. خروجي هر دو )تعقيب هدف يا دوری از موانع( بررسي متوقف مي

 در شكل زير نشان داده است: 1ی روش مورد بررسي در محيط شماره

 
 )الف( کنترلگر فازی اوليه

 
 زش داده شده)ب( کنترلگر فازی آمو

 1 ی: اجرای دو روش مورد بررسي در محيط شماره5شكل 

همانطور که در شكل الف مشخص است، ربات با کنترلگر فازی اوليه 

رفت روش نيز توانست خود را به هدف برساند، اما همچنان که انتظار مي

تری برای مسير کوتاه VIFRLکنترلگر فازی آموزش داده شده با الگوريتم 

 دن به هدف را طي نمود.رسي

نيز برای بررسي عملكرد دو کنترلگر در نظر گرفته  2ی محيط شماره

نتايج اين طبق  .نشان داده شده است ۶شد که خروجي هر روش در شكل 

در  کند،يربات به مانع برخورد م هياول ی، در کنترلگر فازآزمايش

به هدف  يآموزش داده شده ربات را به خوب یکنترلگر فاز كهيصورت

از عملكرد بهتر کنترلگر پس از آموزش و  یانمونه طيمح ني. ارسانديم

 .دهدينرم را نشان م ميتنظ

 

 
 )الف( کنترلگر فازی اوليه
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 )ب( کنترلگر فازی آموزش داده شده

 2ی : اجرای دو روش مورد بررسي در محيط شماره۶شكل 

با کنترلگر فازی ارائه  حال با آزمايش زير، کنترلگر فازی ارائه شده

ی هدف بررسي [ در ربات تعقيب کننده24و همكارانش ] 1ی توآنشده

شود. پژوهش ارائه شده توسط توآن و همكارانش جديدترين پژوهش مي

ی هدف است که در آن يک کنترلگر های تعقيب کنندهی رباتدر زمينه

نترلگر فازی فازی )جعبه سفيد( برای هدايت ربات پيشنهاد شده است. ک

ی ربات تا نزديكترين حداقل فاصله -1توآن و همكارانش دو ورودی دارد: 

مانع يا هدف )اگر مانع به ربات نزديكتر باشد مقدار اين ورودی، فاصله تا 

 -2ی ربات تا هدف است.( و نزديكترين مانع و درغيراينصورت فاصله

يشنهادی سرعت خطي فعلي ربات. خروجي اين کنترلگر سرعت خطي پ

ای ربات مستقل از کنترلگر فازی و با برای ربات است. سرعت زاويه

شود. در اين روش، گذاری اطراف ربات محاسبه مياستفاده از روش پنجره

,𝛼ی هايي با زاويهپنجره −90 ≤  𝛼 ≤ گيرد و اطراف ربات قرار مي 90 

ها، مام پنجرهشود. از بين تپوشاني هر پنجره با موانع محاسبه ميميزان هم

ها با موانع از يک حد آستانه کمتر باشد، ن ّپوشاني آهايي که ميزان همپنجره

 𝛼 یای اعمالي به ربات، زاويهها سرعت زاويهشوند و از بين آنانتخاب مي

ترين ای است که خط مياني آن کمترين فاصله با ربات را دارد. مهمپنجره

ی با اين روش، ميزان گسسته سازی زاويهای چالش در يافتن سرعت زاويه

( است تا هم حجم محاسبات زيادی لازم نباشد و هم پاسخ دقيق 𝛼ها )پنجره

های اطراف ی حد آستانه برای انتخاب پنجرهمحاسبه شود. تعيين ميزان بهينه

ربات نيز مهم است. خروجي هر دو روش مورد بررسي در محيط يكسان 

قسمت الف  7همانطور که در شكل  .است نشان داده شده 7در شكل 

کند اما مشخص است کنترلگر ارائه شده به خوبي هدف را دنبال مي

[ به دليل سرعت خطي پايين از ربات هدف 24کنترلگر توآن و همكارانش ]

 ماند.جا مي

 

 
1 Toan 

 
 رائه شده)الف( کنترلگر فازی ا

 
 )ب( کنترلگر فازی ارائه شده توسط توآن و همكارانش

 : بررسي عملكرد کنترلگر ارائه شده و کنترلگر توآن و همكارانش7شكل 

در روش توآن و همكارانش فقط سرعت خطي با استفاده از سيستم 

های خطي اعمالي به ربات در هر دو شود، بنابراين سرعتفازی محاسبه مي

 روش در آزمايش فوق در نمودار زير نشان داده شده است:

 
 رائه شدهازی ا)الف( کنترلگر ف

 
 )ب( کنترلگر فازی ارائه شده توسط توآن و همكارانش
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 توآن و همكارانش روشارائه شده و  روش: سرعت خطي خروجي 8شكل 

ها و آزمايشات اجرا شده، کنترلگر فازی ارائه در نهايت، طبق بررسي

شده عملكرد بهتری نسبت به دو کنترلگر ديگر دارد. فيلم کاملي از تعقيب 

هدف با استفاده از چارچوب ارائه شده در اين پژوهش و کنترلگر فازی 

VIFRL 1ی آزمايشگاه هوش محاسباتي و رباتيک دانشگاه يزددر صفحه 

 قابل دسترسي است.

 

 گیری و پیشنهادهانتیجه -6

در جهت غلبه بر دو ضعف سرعت پايين آموزش و در اين پژوهش، 

يک روش دگيری تقويتي فازی، های ياها در روشتعداد بالای شكست

استفاده از ی پارامترهای کنترلگر فازی با برای مقداردهي اوليهجديد 

ارائه شد. نشان داده شد که با محيط های بدست آمده از تعامل عامل داده

توان های فازی ميگيری از مفهوم درجه تعلق در مجموعهچگونه با بهره

ا بدست آورد و از فضای پيوسته ر گسسته بهتعميمي از روش تكرار ارزش 

های توليد شده در مرحله مقدارهای ارزش بدست آمده و مشخصات خوشه

روش ارائه  .را مقداردهي اوليه کردپارامترهای يک کنترلگر فازی تعميم، 

نام  "(VIFRL) يادگيری تقويتي فازی مبتني بر تكرار ارزش"شده که 

ها از الگوريتم يادگيری سارسای پارامتر)نهايي( گرفت، برای تنظيم نرم 

ی ربات تعقيب ی مورد مطالعه در اين مقاله مسئلهبرد. مسئلهفازی بهره مي

ی هدف بود. در اين مقاله چارچوب مبتني بر معماری رفتارگرا برای کننده

تواند باعث سادگي در ارائه شد. ديده شد که تقسيم رفتارها مياين مسئله 

توان بدون نياز به خي از رفتارهای ساده را ميعملكرد شود، چرا که بر

آموزش اجرا نمود و تنها يكي از رفتارها در چارچوب ارائه شده آموزش 

سازی حاکي از برتری روش ارائه شده نسبت به داده شد. نتايج شبيه

توان نتيجه [، بود. لذا مي24] ی توآن و همكارانشکنترلگر فازی ارائه شده

های حرکت تصادفي ربات شده تنها با داشتن داده گرفت که روش ارائه

ی هدف تواند به خوبي پارمترهای کنترلگر ربات تعقيب کنندهدر محيط مي

هايي که گيری کرد که روشتوان نتيجههمچنين ميرا مقداردهي نمايد. 

های مبتني بر مشتق سعي در تعيين ارزش پارامترها دارند، در مقابل روش

برای پارامترها در جهت کمينه کردن مجموع مربعات که يک مقدار را 

تری داشته و شانس بالاتری در پيدا دهند، کاوش مناسبخطا پيشنهاد مي

 کردن جواب بهينه دارند. 

 
1 https://aparat.com/v/YnsqD 

تواند از آنجا که روش ارائه شده برای تنظيم پارامترهای کنترلگر مي

توان به ا ميتنها استفاده شود، لذ-بر روی هر ساختار يادگيری تقويتي نقاد

ها بكار برد. فعاليت عنوان کار آينده آن را در اين دسته از الگوريتم

های پيوسته در مرحله ها برای داشتن عملی ايدهتحقيقاتي ديگر، توسعه

بيني موقعيت بعدی هدف نيز توان پيشجمع آوری داده است. همچنين مي

ه ايده های مذکور بر در ادام به عنوان يک ورودی به کنترلگر اضافه نمود.
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