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در بحث رابط مغز و ماشين، به عمل تشخيص و تبديل تصميمات مغز به دستوراتي که قابل درک برای ماشين باشد، رمزگشايي : چکیده

انگيز بوده است. های بدست آمده در حوزه رابط مغز و ماشين، رمزگشايي همچنان يكي از مباحث چالش برشود. با وجود پيشرفتگفته مي

های خود نياز ای مانند رايانه جهت اجرای الگوريتمهای پيشنهادی به دليل حجم محاسباتي بالای خود به پردازندهبعلاوه، بسياری از روش

ها رويكردی عملي برای يک سيستم رابط مغز و ماشين قابل کاشت در بدن از رويكردها به دليل حجم و توان مصرفي رايانهدارند. اين دسته 

آيند. برای رفع اين مشكلات در پژوهش پيشرو از يک رويكر نوين با الهام از روش محاسبات ابر بعدی استفاده شده است. به به حساب نمي

شود که در گام بعدی به وسيله يک الگوريتم مقايسه، ا فضای ورودی به يک بردار صفر و يک تبديل ميشكل خلاصه در اين روش ابتد

ای ثبت شده از ناحيه جلوی شود. روش پيشنهادی به کمک بانک دادههای خروجي به عنوان خروجي نهايي انتخاب ميترين الگو به فضاشبيه

اند ارزيابي شده زاويه شرکت داشته 8( که در يک تست نگاه کردن به اهداف در rhesus( از دو ميمون مذکر )Frontal Eye Fieldچشم )

سازی رويكرد پيشنهادی بر درصد با حجم محاسباتي بسيار پايين است. از طرفي ديگر با پياده 51.5است. نتايج حاکي از دقت بدست آمده 

اده شد اين روش يک سيستم رابط مغز و ماشين بلادرنگ قابل کاشت در بدن ( نشان دFPGA) پذيری ميداني برنامهی دروازهآرايهروی يک 

 با حجم محاسباتي بسيار پايين با دقتي متوسط است.

 افزاریسازی سخترمزگشايي عصبي درون قشری، الگوی فعاليت عصبي، محاسبات ابر بعدی، پيادهکلمات کلیدی: 

A Neural Decoding Method Based on Neurons Activities Pattern 

Recognition for Implantable Intra-cortical BMIs 

Danial Katoozian, Hossein Hosseini-Nejad, Mohammad-Reza A Dehaqani 

Abstract: Converting motor intention to a machine command is called decoding in Brain Machine 

Interface (BMI) field. Despite recent advances, decoding remains among the most challenging steps 

in BMI. Furthermore, the majority of algorithms currently used in decoding require a computer, as a 

result of their high computational complexity. However, due to the size and power consumption of 

computers, they are not practical for implantable BMI systems. To address this issue, this paper 

proposes a novel approach based on hyperdimensional computing. This approach involves the 

conversion of the input space to binary, followed by the selection of the most similar vector to the 

answer. The proposed method is evaluated using a real dataset recorded from the Frontal Eye Field 

(FEF) of two male rhesus monkeys, with eight possible angles as the output space. The results 

demonstrate an accuracy rate of 51.5% with very low computational complexity. Furthermore, the 
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proposed algorithm is implemented on a field-programmable gate array, indicating that it is a practical 

choice for real-time implantable BMI applications requiring a low computational cost method with a 

medium level of accuracy.  

Keywords: Intra-cortical neural decoding; Neurons activities patterns; Hyperdimensional 
computing; Hardware implementation; 

 مقدمه -1

رابط مغز و  .[2[ و ]1] نفر يک نفر دارای معلوليت است 50تقريبا از هر 

يک پل ارتباطي بين قشای مغز و ماشين را برای  ماشين توانايي ايجاد

های مغز جهت تبديل آنها به دستورهای قابل درک برای رمزگشايي تصميم

-توانند برای ابزارهای هجياين دستورها مي .[4] و [3[، ]1] ماشين دارد

و ويلچرها جهت کمک به بيماران   [7] بازوهای رباتي [6[ و ]5]کننده 

تواند به بهبود . به اين ترتيب اين رويكرد مي[10و ] [9] ،[8] استفاده شود

کيفيت زندگي فرد معلول کمک کرده و بعضي از توانايي از دست رفته را 

های رابط مغز و ماشين درون روش [12و ] [11] به فرد بيمار بازگرداند

های مغزی را از سطح قشای مغز دريافت کرده و برای سيگنالقشری که 

کنند، از جمله دستيابي به هدف مورد نظر در مراحل مختلفي پردازش مي

. اين [1] دها در رويكردهای رابط مغز و ماشين هستنترين روشاميد بخش

[ و 13] اسپايکمراحل پردازشي عموما به ترتيب شامل مرحله تشخيص 

 و مرحله رمزگشايي [18و ] [17، ][16[، ]15] سازی اسپايکمرتب[ 14]

های هستند که از اين ميان، رمزگشايي مرحله تبديل فعاليت [20و ]  [19]

 .[21]عصبي به دستورات قابل درک توسط ماشين است 

های رايج برای رمزگشايي از اطلاعات نهفته در تعداد رخداد بيشتر روش

 کنند که نرخ آتش نام دارددر يک بازه مشخص استفاده ميها اسپايک

به اين معنا که هر نورون برای هر تحريک خاص در يک زمان،  [23و ] [22]

تعداد معيني اسپايک داشته و نرخ آتش مشخصي دارد. از اين رو برای مدل 

کردن تابعي که نگاشتي از فضای نرخ آتش به فضای خروجي مطلوب 

ددی پيشنهاد شده که در ادامه چند روش رايج بررسي های متعباشد، روش

خواهد شد. به عنوان مثال در فيلتر وينر به شكل ساده از يک فيلتر خطي 

 [26، ][25] ،[24] شودبرای رمزگشايي فضای خروجي مطلوب استفاده مي

فيلتر وينر با نام  از مدل گسترش يافته [13]در تحقيقي ديگر مانند   [27و ]

استفاده شده است. در اين روش پس از استفاده از فيلتر  1فيلتر وينر آبشاری

ای خطي مشابه فيلتر وينر از يک تابع نگاشت غيرخطي مانند چندجمله

استفاده شده است تا رابطه غيرخطي فضای ورودی و خروجي نيز در نظر 

يافته فيلتر وينر است های گسترشاز ديگر روشگرفته شود. فيلتر کالمن 

فيلتر کالمن از دو مرحله بروزساني و پيشبيني تشكيل شده است. در  [25]

شود و اين رويكرد ابتدا خروجي فعلي بر اساس خروجي قبل پيشبيني مي

 کندمي گير اقدام به بروزرسانيدر گام بعد به کمک يک رويكرد ميانگين

از آنجايي که برای يک خروجي دقيق به وضعيت واقعي خروجي  .[1]

 
1 . Wiener cascade filter 

2 . Support vector machine 

های حلقه بسته پيشنهاد شده گذشته نياز است، اين الگوريتم برای سيستم

( SVM) 2است. روش رايج ديگر در رمزگشايي روش ماشين بردار پشتيبان

ابتدا فضای ورودی به کمک ، در SVMدر روش [. 29] و [28] نام دارد

شوند، در گام توابع غيرخطي به نام کرنل به فضای ديگری نگاشت داده مي

بعد اين فضای جديد به کمک يک نگاشت خطي به فضای خروجي 

. روش رايج ديگر شبكه عصبي [3] و [30] شودمطلوب نگاشت داده مي

از چند لايه مخفي  3شخوريپ يه عصبشبك. به عنوان مثال در [31] است

شود، متوالي برای نگاشت متوالي فضای ورودی به فضای ديگر استفاده مي

 [33[، ]32] تا در نهايت در لايه نهايي فضای مطلوب خروجي به دست بيايد

ها نرخ آتش يک لحظه به عنوان ورودی، پردازش در اين روش[. 34و ]

شود. شده و يک مدل رياضي برای خروجي متناظر با آن لحظه پيشنهاد مي

های ديگری وجود دارند که رويكرد متفاوتي را از طرفي ديگر، الگوريتم

 کنند. استفاده مي

ا در تحقيقات متعددی تلاش کردند که اطلاعات زماني قطار اسپايک ر

فرآيند رمزگشايي استفاده کنند و نشان دادند که اين اطلاعات نه تنها در 

بلكه  ،[37و ] [36]، [35] های بينايي و شنيداری موثر استاطلاعات سيگنال

. به عنوان [38] در بهبود رمزگشايي موتور حرکتي بدن نيز تاثير مثبت دارد

( استفاده شده است تا RNN) 4از يک شبكه عصبي بازگشتي [39]مثال در 

از چند نرخ آتش متوالي به عنوان ورودی برای تشخيص خروجي بهره 

بررسي مشابه انجام شده است که در آن دقت  [40]گرفته شود. در 

آوری و های غيربازگشتي جمعهای بازگشتي در مقايسه با روشروش

های ديگری نيز در تحليل شده است. اطلاعات زماني به کمک روش

معيار فاصله  [39] شود. به عنوان مثال دريند رمزگشايي در نظر گرفته ميفرآ

قطار ضربه به عنوان ورودی فرآيند رمزگشايي در نظر گرفته شده است. 

يک فضای ورودی جديد پيشنهاد گرديد تا بتوان به شكلي  [20]نهايتا در 

اطلاعات زماني به کمک يک بردار صفر و يک برای يک رويكرد  بهينه از

 افزاری استفاده کرد. سازی سختمناسب برای پياده

های ذکرشده دقيق و کارآمد هستند، اما همه آنها بر اساس اگرچه روش

يک مدل رياضي در تلاش هستند که ارتباطي بين فضای ورودی و 

پيچيدگي  عموما دارایخروجي بدست بياورند. اين روش پردازش 

ها گونه  الگوريتممحاسباتي زياد و توان مصرفي بالا هستند. بنابراين اين

های واقعي رابط مغز و ماشين مناسب برای استفاده طولاني مدت در سيستم

ها بر روی يک پردازنده، افزاری الگوريتمسازی سخت. پياده[21] نيستند

3 . Feedforward neural network 

4 . Recurrent neural network 
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د به شكل قابل توجهي توان مصرفي و اندازه کل سيستم را کاهش توانمي

داده و منجر به يک پردازنده قابل کاشت در بدن، برای رمزگشايي 

. بعلاوه با ادغام سيستم ثبت فعاليت [41] شودبلادرنگ با تاخيری ناچيز 

توان نرخ ارسال داده به بيرون از مغز را عصبي و الگوريتم رمزگشايي مي

اد که خود ديگر ويژگي مطلوب برای يک سيستم رابط مغز و کاهش د

بنابراين مشابه ديدگاهي که  [43و ] [42] ماشين قابل کاشت در بدن است

وجود داشت، در ارائه يک رويكرد قابل کاشت در  [41[ و ]20[، ]1]در 

بدن، علاوه بر دقت خروجي، حجم پيچيدگي محاسبات و طراحي معماری 

 افزاری نيز بايد مورد توجه قرار بگيرد.سخت

شود با کمينه کردن مدل رياضي يک رويكرد در اين پژوهش تلاش مي

شود بجای جديد برای رمزگشايي پيشنهاد شود. به اين معني که تلاش مي

رويكردی ساده فرآيند تشخيص الگوی انجام محاسبات رياضي پيچيده، با 

های رياضي رايج فضای ورودی انجام شود و اين فرآيند جايگزين مدل

گردد. روش پيشنهادی قادر خواهد بود که الگوهای تغيير نرخ آتش در 

طول زمان را به عنوان اطلاعات زماني با الگو برداری از روش محاسبات 

های ورودی به حاسبه، دادهتشخيص دهد. در اين روش م [44]ابر بعدی 

کمک يک حافظه انجمني و يک فرآيند خاص به يک بردار با ابعاد بزرگ 

شوند. مقدار بزرگي هر يک از عناصر بردار مورد نظر اصلا تبديل مي

گيری برای اهميتي ندارد و تنها تشابه الگوی آنها است که در فرآيند تصميم

 ازين كرديرو نيکه ا يياز آنجا. [45] کندبندی نقش بازی ميمساله خوشه

حجم محاسبات به شدت کاهش  دهديرا کاهش م یبه محاسبات عدد

 يباق قبول قابل یمحدودها دراز مسائل  یاريبس یبرادقت آن  يول يافته

استخراج  یبرا كرديرو کيابتدا  مقاله نيا در رو، نيا از. [46] مانديم

 شنهاديپ ييرمزگشا نديفرآ در آن از استفاده ونرخ آتش  راتييتغ یالگو

 يابيارز مورد هاروش ريسا کنار در آن یکارآمد بعد گام در و است شده

حذف محاسبات  ليکه نه تنها به دل دهدينشان م هايابي. ارزگرفت قرار

در مقابل  یافزارسخت یسازادهيپ کي یبرا ازين ردحجم حافظه مو ی،عدد

و  تيمحاسبا يدگيچيبلكه حجم پ ابد،ييکاهش م جيرا یهاروش ريسا

 خواهد بود.  زيناچ اريآن بس تميالگور

شود: در بخش دوم های مختلف مقاله ارائه ميدر ادامه عناوين بخش

اطلاعات کلي در مورد ديتابيس که برای ارزيابي عملكرد روش استفاده 

داده  حيتوض یشنهاديارائه خواهد شد. در بخش سوم روش پ شودمي

از  يکه مدل یشنهاديپ یسخت افزار یخواهد شد. در بخش چهارم معمار

 ليو تحل يابيارز جينتا تي. در نهاگرددياست ارائه م یشنهاديپ تميالگور

 . گزارش خواهد شد بيپنجم و ششم به ترت یهاآن در بخش

 ارائه مشخصات بانک داده -2
برای بررسي،  [28] مقالهفراهم شده در  در اين پژوهش از بانک داده

ها از ناحيه جلوی چشم ها استفاده شده است. دادهآموزش و ارزيابي روش

(Frontal Eye Field( و از دو ميمون مذکر )Rhesusثبت شده ) .همان   اند-

نشان داده شده است ميمون مورد نظر بايد فرآيند تست  1گونه که در شكل 

نگاه کردن به نقطه وسط به مدت يک ثانيه شروع کند. در گام بعد، را با 

درجه،  90درجه،  45گانه )صفر درجه،  8يک هدف در يكي از زاويه های 

درجه( به مدت يک  315درجه و  270درجه،  225درجه،  180درجه،  135

ثانيه ظاهر خواهد شد ولي ميمون بايد همچنان به نقطه وسط خيره بماند. 

آنكه نقطه وسط محو شد اگر ميمون به زاويه درستي که هدف آنجا  بعد از

آورد. ظاهر شده بود نگاه کند به عنوان جايزه مقداری آبميوه بدست مي

تر به کاناله از الكترودهايي که پيش 16اين فرآيند به کمک يک آرايه 

شود. در کمک يک عمل جراحي در داخل مغز کاشته شده است، ثبت مي

 [47]سازی اسپايک به کمک يک الگوريتم مرتب [28]

 شود. آزمون تشكيل مي 792نورون و  32ای بر اساس بانک داده 

 
 فرآيند هر آزمون :1شكل 

های رمزگشايي بر اساس فرضيه رمزگشايي نرخ از آنجايي که بيشتر روش

های مختلف مربوط کنند، تغييرات نرخ آتش برای تحريکآتش کار مي

تر نمايش داده شده جهت بررسي دقيق 2به دو نورون مختلف در شكل 

 است. 

 الف(

 

 ب(

 
 تغييرات نرخ آتش متوسط برای :2شكل 

 26و ب(  18های الف( نورون

-ميلي     35ای با طول ها مربوط به پنجرهاعداد گزارش شده برای نرخ آتش

ظاهر دو کوهان نمودار به دليل ذات ثانيه و بدون همپوشاني است. 

ها است. به اين ترتيب که اولين کوهان های انجام شده از ميمونآزمون

 مربوط به زماني است که هدف به ميمون برای اولين بار نشان داده شده

است و کوهان دوم مربوط به زماني است که ميمون به آن نقطه نگاه کرده 

مشخص است هر نورون نسبت به نورون  2گونه که در شكل است. همان
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ديگر در هر لحظه نرخ آتش خود را دارد که آن نيز برای هر يک از 

های های مختلف( متفاوت است. روشهای مجزا )زاويهتحريک

ها برای رمزگشايي فضای خروجي استفاده رمزگشايي ديگر از اين تفاوت

های مختلف را حالت کنند. بنابراين اگر به طريقي بتوان تفاوت الگویمي

توان به کمک اين تشخيص، فرآيند رمزگشايي متوجه شد و مدل کرد، مي

 را ممكن کرد. 

مشخص است، زماني که پراکندگي  3از طرفي ديگر همانطور که در شكل 

آماری نرخ آتش يک نورون در يک لحظه خاص مربوط به يک تحريک 

نورون همواره يک شود که نرخ آتش يک مشخص رسم گردد، درک مي

کند. عدد ثابت نيست ولي تقريبا از يک توزيع احتمال نرمال پيروی مي

توان با يک مقايسه ساده اقدام به تشخيص الگوی نرخ آتش بنابراين نمي

برای هر نورون کرد و به الگوريتمي ويژه نياز است که در ادامه معرفي 

 شود.مي

 
ي احتمال متناظر آن که برای نورون نمودار هيستوگرام و تابع چگال :3شكل 

 برای اولين بار به ميمون 5در زمان نمايش هدف زاويه  26
 ارائه روش پیشنهادی برای تشخیص الگو -3

های متفاوت  و در ها ، در تحريکبرای مدل کردن تفاوت بين نورون

شود: رويكردهای بر اساس تواند پيشنهاد های مختلف، دو رويكرد ميزمان

های بر اساس مدل رياضي و رويكردهای بر اساس الگو. در روش مدل

مانند ماشين بردار پشتيبان که از يک الگوريتم رياضي به همراه جمع و 

کنند، به دليل بالابودن ضرب برای تشخيص تفاوت خروجي استفاده مي

 شود.افزاری مشكل ميسازی سختپياده حجم محاسباتي

ی با رويكردی متفاوت اقدام به بعد برا محاسباتاز طرف ديگر روش 

کند. در اين روش، ابتدا فضای ورودی به های ورودی ميپردازش داده

های فضای ورودی و کمک يک حافظه از قبل تعريف شده که با ويژگي

شود. به اين ترتيب مي به شكل اتفاقي انتخاب شده است، نگاشت داده

اوی عناصر صفر و يک تبديل ای از بردارهای حفضای ورودی به مجموعه

های موجود در بردار از خواهد شد که اگرچه مقدار عددی صفر يا يک

نظر مقداری مهم نيستند ولي الگوی حاضر در آنها حاوی اطلاعات مهم در 

فضای ورودی اوليه است. به وسيله چند عمليات مشخص که هر کدام 

وجي )خوشه( دارای هدف و خاصيتي ويژه هستند، فضای ورودی يک خر

خاص با هم ترکيب شده و يک بردار و الگوی نماينده برای آن خوشه 

کنند تا فاز آموزش الگوريتم تكميل شود. در نهايت در فاز ايجاد مي

 
1 . Standard deviation 

ارزيابي رويكرد به روشي مشابه فضای ورودی اوليه به کمک حافظه 

از شود تا خروجي حاصله تعريف شده اوليه به بردار صفر و يكي تبديل مي

نظر شباهت الگوی صفر و يكي با نماينده هر خروجي بررسي گردد. در 

ای خواهد بود که بردار نماينده آن نهايت خروجي نهايي، آن خوشه

از آنجايي که [. 48] بيشترين شباهت را با بردار الگوی ورودی دارد

تواند انتخاب پيچيدگي محاسبات رياضي در اين رويكرد زياد نيست، مي

افزاری باشد. نكته منفي اين روش نياز به سازی سختمناسبي برای پياده

ای برای نگاشت فضای ورودی به بردار صفر است که موجب حافظه

شود. حجم حافظه يادشده در بيشتر در طراحي مي RAMاستفاده از حافظه 

مساله  اين رويكرد رابطه مستقيمي با دقت روش دارد که اين مورد برای

در تحقيقات  .[46]تر خواهد شد ای مانند رمزگشايي حساسپيچيده

مشخص شده  است که برای دستيابي به دقتي قابل قبول، حجم قابل توجهي 

سازی دی رويكرد برای پيادهآماز حافظه باينری نياز است که موجب ناکار

يكردی ديگر نياز است که در ادامه شود. از اين رو به روافزاری ميسخت

مشخص است، هر نورون در  2بررسي خواهد شد. همانطور که در شكل 

هر لحظه برای هر تحريک مشخص يک مقدار نرخ آتش ميانگين دارد. 

اگرچه مقدار نرخ آتش يک مقدار ثابت نيست  3بعلاوه بر اساس شكل 

ها ر همه نورونولي عموما در محدوده مشخصي قرار دارد. بنابراين اگ

همزمان در محدوده مشخصي از يک تحريک خاص با هم آتش کنند 

فضای خروجي مورد نظر )تحريک( قابل شناسايي خواهد بود. از اين روی، 

های خروجي شناخته شده الگوی فضای ورودی بايد با الگوی کليه فضا

د. ترين الگو به عنوان خروجي مورد نظر پذيرفته شومقايسه شود و شبيه

برای اينكه اين رويكرد ممكن شود بايد به دو ابهام پاسخ داده شود: 

 محدوده نرخ آتش الگو و روش مقايسه.

 محاسبه مرز بالا و پايين نرخ آتش 1-3
تابع توزيع نرخ آتش نورون يک توزيع نرمال است و  3بر اساس شكل 

( توصيف گرديد. STD) 1تواند به کمک مقدار ميانگين و انحراف معيارمي

درصد  27/68شود که در توزيع نرمال در حدود ملاحظه مي 4در شكل 

اطلاعات توزيع در محدوده فاصله انحراف معيار از مقدار ميانگين پراکنده 

 از اريمع فراانح محدوده در اطلاعات شتريب که ييآنجا ازشده است. 

قابل  محدوده یبرا بخش نيا که بود خواهد يمنطق است شده واقع نيانگيم

 محدوده که اگر نرخ آتش در  يمعن نيشود. به ا رفتهيقبول نرخ آتش پذ

مورد  کيتحر ييبا احتمال بالا رديقرار بگ نيانگياز مقدار م ارياف معرانح

در  يکه اگر نرخ آتش فعل ياست، در حال دهرون مهم بوون نيا ینظر برا

شباهت داشته  یگريد کيرفتار به تحر نيمحدوده باشد ا نيخارج از ا

  کياسپا یسازمرتبی ناشي از مراحل قبلي از جمله و خطا زينو اياست و 

 تحت محدوده در آتش نرخ اآي که نيا بر تمرکز با بيترت نيا بهاست. 

 کيرون به تحرون تياهم تعيين ميزانعلاوه بر  ،ريخ ايبوده است  يبررس

 زين قبليپردازش  شيمراحل پ یو خطا زيروش در برابر نو مطالعه،تحت 

 است. یشنهاديروش پ یبرا ويژگي ارزشمندیمقاوم خواهد شد که 
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 سهم پراکندگي توزيع در يک توزيع نرمال :4شكل 

 سهيمقاروش  2-3
های مشخص از روشي مشابه برای مقايسه نرخ آتش فعلي با تحريک

شود. در اين روش ابتدا برداری ی استفاده ميبعد ابر محاسباترويكرد 

شود که در گام بعد با بردار صفر و يک با بعدی مشخص توليد مي

شوند. های تعريف شده که خود نيز صفر و يک هستند مقايسه ميخروجي

برابری هر عنصر از بردارها بايد با عنصر متناظر خود در بردار ديگر مقايسه 

ان بود خروجي تحت بررسي يک امتياز مثبت شود. اگر مقدار آنها يكس

گيرد. در آورد و اگر برابر نباشد خروجي مورد نظر امتيازی نميبدست مي

نهايت پس از بررسي همه بردارهای خروجي تعريف شده، خروجي به 

 شود که بيشترين امتياز را به دست آورده است. عنوان پاسخ نهايي معرفي مي

در نظر گرفتن  [20]نجام شده در پژوهش از طرفي ديگر طبق بررسي ا

اطلاعات نرخ آتش مربوط به گذشته علاوه بر نرخ آتش فعلي موجب 

شود. اين بهبود به دليل دخالت افزايش دقت فرآيند رمزگشايي مي

است. بنابراين  RNNاطلاعات زماني در الگوريتم است که مشابه رويكرد 

شود نشان داده شده است بكار گرفته مي 5ه آنچه در شكل يک بردار مشاب

های آتش متوالي قبلي در کنار نرخ آتش فعلي بكار که در آن همه نرخ

𝑁اند. بنابراين برداری با ابعاد گرفته شده × 𝐵 شود که در آن ايجاد ميN 

گفته  Binهای محاسبه نرخ آتش که به آن تعداد پنجره Bها و تعداد نورون

  شود خواهد بود.مي

 
فرآيند تبديل نرخ آتشهای متوالي به بردار صفر و يک و تشخيص  :5شكل 

 خروجي نهايي
شود که الگوری نرخ در اين فرآيند با بررسي بردار ورودی مشخص مي

آتش آن با کدام فضای خروجي از قبل مشخص شده بيشترين شباهت را 

دارد. بنابراين در اين رويكرد ابتدا هر نرخ آتش در هر لحظه برای هر نورون 

شود که آيا در در محدوده از قبل مشخص شده قرار دارد يا بررسي مي

. اگر در اين حالت آن پنجره در نرخ مورد نظر قرار داشت اين شباهت خير

شود و اگر در محدوده به مقدار يک در بردار صفر و يک نگاشت داده مي

شود. بنابراين از آنجايي که برای بانک داده نبود به مقدار صفر تبديل مي

𝑁بردار با ابعاد  8زاويه( وجود داشت،  8تحريک ) 8معرفي شده  × 𝐵 

آيد. از آنجايي که مقدار آستانه هر زاويه تحريک برای آن بدست مي

شد، ها مشخص ميخروجي بهينه شده بود و بر اساس آن مقدار صفر و يک

آلي که بيشترين تطابق را با آن تحريک داشته باشد همه اعضای بردار ايده

آن يک خواهد بود. اين ويژگي مهم موجب حذف بردار مقايسه ديگری 

ی مقدار شباهت را محاسبه کند. بعد ابر محاسباتشود که مشابه رويكرد مي

بنابراين در اين روش خروجي نهايي آن تحريكي برگزيده خواهد بود که 

 بيشترين مقدار يک را بدست آورده است. 

تر روش پيشنهادی، روندنمای مراحل آموزش و ارزيابي برای درک راحت

 نمايش شده است. 6در شكل 

شود، رويكرد پيشنهادی، نيازی به گونه که در اين شكل مشاهده ميهمان

فرآيند آموزش تنها محدود به مشخص  يند آموزش پيچيده ندارد.آيک فر

ها به  Binکردن مقادير بهينه برای طول پنجره محاسبه نرخ آتش و تعداد 

های همراه مقادير ميانگين و انحراف معيار برای هر لحظه، نورون و خروجي

مشخص طبق روند توضيح داده شده از قبل است. روند تعيين مقدار ميانگين 

و انحراف معيار قبلا توضيح داده شد و در ادامه روند مشخص کردن مقادير 

 شود. بهينه طول پنجره ترخ آتش و تعداد آنها در ادامه تشريح مي

 
 روند نمای فرآيند آموزش و رمزگشايي رويكرد پيشنهادی :6شكل 

توان به دو روش مختلف اقدام نمود. در برای انتخاب متغيرهای بهينه مي

ابتدا يكي از متغيرها بر اساس [ 20]روش اول مشابه روش ارائه شده در 

ملاحظات مساله و پيچيدگي محاسباتي مقدار منطقي انتخاب شود و سپس 

ظر کاربر منطقي است تغيير کند ای مناسب که از نمقدار ديگر در محدوده

آيد. در گام بعد با تا مشخص شود در چه حالتي بيشترين دقت بدست مي

مقدار بهينه شده جديد به شكلي مشابه روند مشخص شدن بيشترين دقت 

بدست آمده برای متغير اولي که با آن مقدار بهينه دوم بدست آوده بود 

به بهينه شدن متغيرها کمک کند تواند تكرار گردد. اگرچه اين رويكرد مي

ها به مقدار اوليه انتخاب شده وابسته و اثر بخش باشد ولي مقدار نهايي متغير

شود. اين سازی حول آن مقدار انجام ميخواهد بود و در واقع فرآيند بهينه

در حالي است که در رويكر دوم اگر تاثير تغيير همزمان دو متغير بر روی 
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مده بررسي گردد، اين مساله رخ نداده و مقدار بهينه  بيشترين دقت بدست آ

نشان داده  7برای رويكرد بدست خواهد آمد. بنابراين مشابه آنچه در شكل 

ای منطقي که از لحاظ فيزيک شده است، دو متغير مورد نظر در محدوده

رسد تغيير افزاری مناسب به نظر ميسازی سختمساله و پيچيدگي پياده

اين نمودار بيشينه دقت بدست آمده در لحظه نشان دادن هدف  اند. درکرده

به ميمون ملاک بررسي قرار گرفته شده است و نمودار آن به شكل زير 

 است. 

 
بيشترين دقت بدست آمده در صورت تغيير متغيرهای طول محاسبه  :7شكل 

های آتش متوالي در فرآيند رمزگشايي روش پنجره آتش و تعداد نرخ

 یپيشنهاد
های سرد )مانند آبي( به معني دقت کمتر رويكرد در آن ، رنگ7در شكل 

های گرم )مانند زرد( نماينده دقت بيشتر ناحيه از تغيير متغيرها و رنگ

نشان دهنده  7ها خواهد بود. بررسي شكل رويكرد در آن ناحيه از بررسي

عدد پشت سر  8ها تا  Binدو واقعيت مهم است. اول آنكه افزايش تعداد 

شود که پس از آن تقريبا به مقدار اشباع هم موجب افزايش دقت سيستم مي

نرخ آتش متوالي به  8رسد. اين مورد به اين معني است که تعداد خود مي

اندازه کافي حاوی اطلاعات زماني است که بتوان به کمک آنها به يک 

 Binيرش تعداد بيشتری فرآيند رمزگشايي دقيق رسيد. از آنجايي که پذ

های متوالي موجب ذخيره شدن محدوده بيشتر تعداد نرخ آتش در حافظه 

شود که خود موجب افزايش بزرگتر در آن مي RAMو در نتيجه مقدار 

گردد، منطقي خواهد بود که کمينه افزار و توان مصرفي آن مياندازه سخت

آمده است به عنوان  های متوالي که در آن بيشترين دقت بدست Binمقدار 

های  Binمقدار بهينه انتخاب شود. بنابراين برای اين بانک داده، مقدار بهينه 

خواهد بود. از طرفي ديگر بررسي طول پنجره محاسبه نرخ آتش  8متوالي 

دهد وقتي که طول پنجره انتخاب شده کوچک باشد، اطلاعات نشان مي

های مختلف فاوت بين حالتای نخواهد بود که بتوان تموجود به اندازه

گيرد که خروجي را از هم تشخيص داد. اين مساله از آنجايي سرچشمه مي

وقتي طول پنجره بسيار کوچک باشد، الگوريتم پيشنهادی قادر نخواهد بود 

های مختلف تفاوت را درک کرده و آنها را از هم جدا در بين تحريک

کم خواهد بود. از طرفي کند بنابراين دقت در طول پنجره های باريک 

ثانيه باعت افزايش دقت ميلي 38افزايش طول پنجره تا مقداری در حدود 

ماند. از آنجايي که طول پنجره بيشتر شود اما بعد از آن تقريبا ثابت ميمي

خواهد شد، پس  تر و در نتيجه حافظه بزرگترمنجر به نرخ آتش بزرگ

يه برای بانک داده به عنوان مقدار ثانميلي 38منطقي خواهد بود که مقدار 

 بهينه برای متغير طول پنجره محاسبه نرخ آتش انتخاب گردد. 

پس از آنكه برای بانک داده شرح داده شده مقادير بهينه طول پنجره نرخ 

های آتش پشت سر هم و مقدار ميانگين و انحراف معيار آتش، تعداد نرخ

شخص شد، الگوريتم تكميل برای هر نورون در هر لحظه و هر تحريک م

افزاری الگوريتم سازی سختسازی است. در ادامه پيادهشده و آماده پياده

 شود.پيشنهادی ارائه مي

 افزاریسازی سختپیاده -4
جهت دستيابي به يک سيستم رابط مغز و ماشين بهينه، ضروری است که  

مورد نياز  افزارعلاوه بر دقت معيارهای ديگری شامل توان مصرفي و سخت

افزاری يک سازی سختهم مد نظر قرار گيرد. از طرفي ديگر پياده

سازد که خود ويژگي الگوريتم امكان پردازش بلادرنگ را ممكن مي

آيد. بنابراين در مهمي برای يک سيستم رابط مغز و ماشين به حساب مي

افزاری برای رمزگشايي رويكرد پيشنهادی ارائه اين بخش معماری سخت

شود. برای اين هدف ابتدا سيستم به شكل کلي توضيح داده شده و سپس يم

 گردد.هر بخش آن با جزئيات بررسي مي

افزار پيشنهادی برای رمزگشای مورد نظر ترسيم شده سخت 8در تصوير 

نورون به وسيله ورودی  32است. در اين سيستم اسپايک تشخيص داده شده 

neuron fire ود. اين ورودی برای شمارش نرخ شبه طراحي اعلام مي

گر نرخ آتش استفاده خواهد شد. به کمک ها در بلوک محاسبهآتش

اين بلوک شمارش خود را مجدد صفر خواهد  merging valueورودی 

های کرد تا به اين شكل قادر باشد برای در نظر گرفتن اطلاعات زماني، نرخ

نرخ  Time binكه تعداد آتش متوالي ديگر را نيز محاسبه کند. پس از آن

آتش پشت هم بدست آمد تعداد نرخ آتش بدست آمده برای هر نورون 

گانه به واحد  8های در طول زمان برای پردازش و تشخيص يكي از زاويه

شود. بر اساس نرخ تشابه ورودی جديد محاسبه هر کلاس تحويل داده مي

شود. داده مي های تعريف شده امتيازی به هر کلاسبا هر يک از کلاس

گيری کلاس با بيشترين امتياز به عنوان پاسخ نهايي در انتها در واحد تصميم

شود. در فرآيند آغاز به کار سيستم به واحد ثبات خروجي تحويل داده مي

برای انبارش هر يک از مقادير محدوده پذيرش نورون، تحريک در 

به  initial valuesهای مختلف مقادير آستانه از طريق ورودی زمان

های داخلي واحد محاسبه هر کلاس ورود کرده و سيستم به کمک حافظه

از اين فرآيند مطلع خواهد شد. واحد کنترل و  initial modeورودی 

زمانبندی مسئوليت زمانبندی کارکردن واحدهای مختلف بر اساس 

 را بر عهده دارد. CLKهای مختلف از جمله ورودی

 
 سخت افزاری برای رمزگشای پيشنهادی سازیپياده :8شكل 

شود که مامور ، هشت واحد محاسبه هر کلاس رويت مي8در تصوير 

گانه هستند. جزئيات هر يک از های هشتمحاسبه امتياز هر يک از کلاس

 RAMترسيم شده است. در اين طراحي از يک  9اين واحدها در شكل 

در هر لحظه در نظر گرفته  برای ذخيره مقادير محدوده مربوط به هر نورون

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
1-

30
 ]

 

                             6 / 12

http://joc.kntu.ac.ir/article-1-1015-en.html


 درون قشری های عصبي برای يک سيستم رابط مغز و ماشين قابل کاشت در بدنارائه رويكرد رمزگشايي عصبي برپايه تشخيص الگوی فعاليت

 نژاد، محمدرضا ابوالقاسمي دهاقانيدانيال کاتوزيان، حسين حسيني

31 
 

 

Journal of Control, Vol. 18, No. 2, Summer 2024  1403، تابستان 2، شماره 18مجله کنترل، جلد 

 

، Initial modeهايي مانند شده است. فعاليت اين حافظه به وسيله ورودی

initial values ،enable  وCLK شود. برای کاهش تعداد کنترل مي

مشترک  initial valuesها از طريق يک ترمينال ها کليه حافظهورودی

يک از آنها از ورودی  پذيرند و برای انتخاب شدن هرورودی خود را مي

enable  است. زماني که همه استفاده شدهRAM ها با مقدار آستانه مورد

نظر خود پر شدند، مقايسه کننده و شمارنده موجود در اين واحد تصميم 

خواهند گرفت که چه تعداد از نرخ آتش ها با الگوی از قبل بار شده يكسان 

نباره خواهند بود که قادر خواهد هستند. اين اعداد به عنوان ورودی برای ا

محاسبه کند. پس  time binبود امتياز کل کلاس را در طول زمان ورودی 

نرخ آتش اين بخش به  time binاز محاسبه امتياز کلاس در طول تعداد 

 شود تا خود را برای رمزگشايي بعدی آماده کند. مقدار صفر بازنشاني مي

ضح است. حداقل سخت افزار لازم به سادگي معماری پيشنهادی کاملا وا 

موجب يک طراحي بهينه از نظر توان مصرفي،  RAMهمراه کمترين مقدار 

پيچيدگي محاسباتي و حجم سخت افزار مورد نظر خواهد شد. برتری و 

های مختلف نسبت به ساير های ياد شده به وسيله ارزيابيسود ويژگي

 رويكردها نشان داده خواهد شد. 

 
 سازی شده برای هر کلاسافزار پيادهسخت: 9شكل 

 هانتایج ارزیابی و بررسی -5
تا کنون اقدامات انجام شده برای کاهش حجم محاسبات، حذف مدل 

رياضي و چگونگي توانايي مدل در تشخيص الگوی تغييرات زماني تشريح 

های گفته شده عملكرد روش در مقابل شد. در اين بخش جهت بررسي ادعا

گيرد. با توجه به اينكه نوع بانک های رايج مورد ارزيابي قرار ميساير روش

تواند در يک ارزيابي عادلانه نقش ه شرح داده شده خاص بوده و ميداد

ها داشته باشد، نتايج خروجي علاوه بر روش پيشنهادی بايد برای ساير روش

سازی و اين بانک داده نيز استخراج و تحليل شود. به همين دليل شبيه

اری، بازگشتي شامل فيلتر وينر، فيلتر وينر آبشهای غيرمتعددی برای روش

SVM  های بازگشتي در کنار شبكه شخوريپ يشبكه عصببا کرنل خطي و

LSTM [41] ،Elman [49]  وGRU [50 ] انجام خواهد شد. برای يک

های اشاره شده مشابه روش پيشنهادی ارزيابي عادلانه کليه متغيرهای روش

های هدف برای روش اند. برای اينبا مقدار بهينه خود انتخاب شده

های ميلي ثانيه و برای روش 35غيربازگشتي طول پنجره محاسبه نرخ آتش 

مرحله  8بازگشتي علاوه بر نرخ آتش زمان فعلي نرخ آتش مربوط به 

گذشته نيز در روند محاسبات در نظر گرفته شده است. به اين ترتيب 

در ارزيابي بيشترين دقت با حجم محاسبات منطقي مشابه روش پيشنهادی 

های انتخاب شده ها در نظر گرفته شده است. لازم به توجه است که کميت

 اند. برای بهترين حجم محاسبات و بيشترين دقت در نظر گرفته شده

 های مختلف نمايش داده شده است. نتايج مربوط به روش 10در شكل 

 الف(

 

 ب(

 

 ج(

 
های غير بازگشت، ب( روشنتايج دقت رمزگشايي برای الف(  :10شكل 

 های مبتني بر پردازش ورودی صفر و يکهای بازگشتي و ج( روشروش
های بخش الف مشخص است، تقريبا دقت روش 10همانطور که در شكل 

بازگشتي در يک محدوده قرار دارد هرچند که در اين بين فيلتر وينر غير

کوهان نتايج به دليل بيشترين دقت را به خود اختصاص داده است. ظاهر دو 

ذات آزمايش است که کوهان اول آن مربوط به زماني است که هدف 

برای اولين بار به ميمون نشان داده شده است و کوهان دوم نتيجه زماني 

است که ميمون به هدف مورد نظر نگاه کرده است. از طرفي ديگر با 

های گردد که عموما روشبررسي بيشتر نمودار در بخش ب درک مي

اند. اين های غيربازگشتي ارائه کردهبازگشتي دقت بيشتری نسبت به روش

ها به دليل در نظر گرفتن گيرد که در اين روشمساله از آنجايي نشات مي

های متوالي اطلاعات زماني نيز در نظر گرفته شده و شبكه عصبي نرخ آتش

د. اين توانايي تری از پديده را ايجاد و رمزگشايي کنقادر است مدل دقيق

ای مستقيم دارد با ميزان پيچيدگي معماری و محاسبات اين شبكه ها رابطه

به بيشترين مقدار خود  LSTMبه شكلي که اين روند در شبكه عصبي 

رسد. در نهايت نتايج روش پيشنهادی در اين مقاله با روش ارائه شده در مي

های صفر و يک برای رمزگشايي در آن هم از ورودی که  [20] پژوهش

شود شود در بخش ج مقايسه شده است. همانطور که مشاهده مياستفاده مي

روش ديگر از دقت بيشتری برخوردار است. دليل اين مساله اين است که 

در روند  SVMدر روش ديگر اهميت نورون ها به کمک الگوريتم 

شود حال اينكه در روش پيشنهادی اين ميمحاسبات متفاوت در نظر گرفته 

ها با الگوهای مشخص اهميت يكسان پژوهش شباهت و تفاوت همه نورون

های غيربازگشتي به عنوان دارند. بنابراين بر اساس اين ارزيابي روش
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های با دقت های بازگشتي به عنوان روشهايي با دقت پايين، روشروش

رده از نظر دقت ه عنوان يک روش ميانبالا و روش پيشنهادی اين پژوهش ب

 شود. بندی ميطبقه

در يک سيستم رابط مغز و ماشين علاوه بر دقت پيچيدگي محاسباتي نيز 

افزاری يک الگوريتم به صورت يک سازی سختاهميت دارد. امكان پياده

FPGA ( يا يک مدار مجتمع خاص منظورهASICمي )هايي تواند ويژگي

حلي بهينه از جهت توان و اندازه را نگ را علاوه بر راهچون پردازش بلادر

هايي که برای يک مهيا کند. در اين بخش از ارزيابي، کليه کميت

های کليدی سازی سخت افزاری مهم است بررسي خواهد شد. کميتپياده

سازی کننده و توابع غير خطي در يک پيادهکننده، ضربمانند تعداد جمع

اين  1کنند. از اين رو در جدول مي بازی ميسخت افزاری نقش مه

های های مختلف با هم مقايسه شده اند. از بين روشها برای روشکميت

به ترتيب به  SVMو  شخوريپ يشبكه عصبغيربازگشتي روش فيلتر وينر، 

اند. به شكلي رده و دارای کمترين دقت انتخاب شدهترين، ميانهعنوان دقيق

ترين دقت و هم به عنوان پايين LSTMو  Elmanمشابه شبكه عصبي 

های بازگشتي مورد بررسي قرار خواهند گرفت. در بيشترين دقت روش

از ورودی مشابه صفر و يک  [20]نهايت از آنجايي که روش ارائه شده در 

ها روشکند به عنوان نماينده اين دسته از پيشنهادی در اين مقاله استفاده مي

 قرار گرفته است.  1در جدول 

های نشان دهنده تفاوت بسيار چشمگير منابع مصرفي روش 1بررسي جدول 

ها است و اين در حالي است که بيشترين دقت بازگشتي با ديگر روش

تقريبا  LSTMها بدست آمده است. به عنوان مثال روش عموما با اين روش

کننده نياز دارد درحالي که دقت معبرابر روش پيشنهادی اين مقاله ج 400

های بازگشتي تنها زماني درصد بيشتر است. بنابراين روش 10آن تنها 

شوند که بيشترين دقت رمزگشايي نياز است و حجم پيچيدگي توصيه مي

های بازگشتي روش ارائه محاسبات مساله مهمي نيست. بنابراين از بين روش

با بيشترين دقت به عنوان يک روش با دقت بيشينه برای چنين  [20]شده در 

شود که دقت رمزگشايي يكساني در مقايسه با ساير شرايطي پيشنهاد مي

های غيربازگشتي و های بازگشتي دارد. با توجه به دقت مشابه روشروش

تر بين اين دو دسته ضروری روش پيشنهادی در اين مقاله يک بررسي دقيق

های کنندهرسد. اگرچه روش پيشنهاد شده در اين مقاله از جمعنظر مي به

کند ولي اين های غيربازگشتي استفاده ميبيشتری در مقايسه با ساير روش

سازی سخت افزاری يک ای نياز ندارد. در پيادهکنندهروش به هيچ ضرب

د. به عنوان کننده نياز دارکننده به منابع بيشتری در مقايسه با يک جمعضرب

 10کننده به اندازه شده است که هر ضرب نشان داده[ 51]مثال در 

کند. بنابراين نه کننده پيچيدگي محاسباتي به سخت افزار اضافه ميجمع

بازگشتي ترين روش غيرفيلتر وينر به عنوان دقيق از تنها روش پيشنهادی

سازی ی پيادهتر است بلكه پيچيدگي محاسباتي کمتری داشته و برادقيق

 سخت افزاری به منابع کمتری نياز دارد. 
 های مختلفپيچيدگي محاسباتي روش: 1ل جدو

 هاروش
تعداد 

 هاجمع

تعداد 

 هاضرب

تعداد 

توابع 

 غيرخطي

بيشينه 

دقت 

 تخمين

غيربازگشتي
 

 % 4/50 0 250 250 فيلتر وينر

SVM 
 % 3/42 0 250 250 خطي

شبكه 

عصبي 

 پيشخور

16000 16000 400 2/47 % 

بازگشتي
 

ELMAN 176000 176000 400 9/53 % 

LSTM 695000 695000 2000 61 % 

 % 62 0 0 4500 [20] ساير

 % 4/51 0 0 2050 روش پيشنهادی

 2آوری شده در جدول تواند مشابه اطلاعات جمعپيچيدگي محاسباتي مي

های زيادی الگوريتم پيشنهاد به شكل ديگری نيز مقايسه شود. در پژوهش

شود تا بتوان از توان و ابعاد کمتر آن سازی ميپياده FPGAشده به صورت 

سباتي سود برد. بنابراين برای آنكه بتوان از اين جهت نيز پيچيدگي محا

های مختلف از نظر منابع مورد نياز برای پياده گرد روشها را مقايسهروش

 مقايسه شده اند. 2در جدول  FPGAسازی 

 FPGA سازیمنابع مورد نياز برای پياده: 2جدول 

بر روی  Xilinx ISE 14.7ها به کمک نتايج سنتز معماری 2در جدول 

Virtex5 vsx50  گزارش شده است. بر اساس نتايج قابل ملاحظه روش

ها پيشنهادی در اين پژوهش نياز به حافظه کمتری در مقايسه با ساير روش

گيرد که در روش پيشنهادی به مدل دارد. اين برتری از آنجايي منشا مي

رياضي و در نتيجه متغيرهای مدل رياضي نيازی ندارد. بجای آن روش 

کند که نياز دارد بررسي ک مقايسه کننده استفاده ميپيشنهادی تنها از ي

کند که آيا نرخ آتش فعلي بين دو عدد صحيح قرار دارد يا خير که نيازمند 

پيچيدگي محاسباتي و ذخيره داده بسيار کمتری است. از طرفي ديگر ساير 

ها برای انجام محاسبات رياضي و مدل خود نياز به ضرايب و روش

يشتری دارند تا بتوانند خروجي رمزگشايي خود را محاسبه متغيرهای بسيار ب

شود تر ديده ميکنند. اين مورد در روش شبكه عصبي پيشخور بسيار شديد

 هاروش

 پژوهش

[52] 

 پژوهش

رويكرد  [20]

شبكه عصبي  پيشنهادی

 پيشخور
SVM 

منابع
 

Blocks of 

RAMs 
140 

Kbytes 
5.6 

Kbytes 
2.3 

Kbytes 
DSP48E 234 2 0 

LUT 26,855 1,877 9,781 
LUT-FF 

pairs 10,735 684 3,925 

Slice 

registers 19,423 728 3,013 
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سازی شبكه عصبي ضرايب بسيار زيادی استفاده و با هم که بايد برای پياده

 جمع و ضرب شوند.

کند. ی ميهای يادگيری ماشين بازفرآيند آموزش نقش مهمي در الگوريتم

يكي از نكات مهم در فرآيند آموزش حجم بانک داده مورد نياز برای اين 

شود. به ها و ضرايب مشخص ميمرحله است که به کمک آن مقادير متغير

اين روش در مقايسه  LSTMعنوان مثال به دليل پيچيدگي ذاتي بيشتر روش 

د بود. تر خواهبا روش فيلتر وينر به حجم بانک داده آموزش حساس

بنابراين در اين مقاله علاوه بر روش پيشنهادی تاثير کاهش حجم بانک داده 

های غير به عنوان دقيقترين روش LSTMآموزش بر روی فيلتر وينر و 

بازگشتي و بازگشتي بررسي شده است. نتايج اين بررسي در شرايط مختلف 

 نشان داده شده است. 11در شكل 

 الف(

 

 ب(

 

 ج(

 
و  LSTMنتايج کاهش حجم داده آموزش برای الف( فيلتر وينر، ب(  :11شكل 

 ج( روش پيشنهادی
به دليل  LSTMشد روش بيني ميدهد همانطور که پيشها نشان ميبررسي

پيچيدگي معماری و ضرايب بيشتر، بيشترين حساسيت به کاهش حجم 

تر دهد. از طرفي ديگر فيلتر وينر به دليل ساختار سادهبانک داده را نشان مي

تر است. اين در حالي است که روش پيشنهادی در مقابل اين تغييرات مقاوم

ها از خود نشان روشدر اين مقاله بيشترين پايداری را در مقايسه با ساير 

دهد، چون اين روش هيچ مدل رياضي و ضريبي نياز ندارد و تنها مي

دهد. پردازش خود را بر اساس يک سيستم امتياز بندی و مقايسه انجام مي

اگرچه در روش پيشنهادی حجم بانک داده بيشتر منجر به محاسبه مقدار 

يل نوع پردازش اين گردد ولي به دلتر ميميانگين و انحراف معيار دقيق

الگوريتم همچنان امكان يک رمزگشايي دقيق با يک مقدار ميانگين و 

انحراف معيار حدودی نيز ميسر است. بنابراين روش پيشنهادی حتي در 

شرايطي که بانک داده حجيمي در اختيار نيست دقيق و کارآمد خواهد 

 بود.

 گیری نتیجه -6

افزاری بهينه سازی سختی پيادهدر اين پژوهش يک رويكرد جديد که برا

شده بود تا بتواند برای يک سيستم رابط مغز و ماشين قابل کاشت در بدن 

های رايج الهام گرفته و از استفاده شود معرفي شد. اين رويكرد از روش

کند ولي با تغييراتي آنها را به سبک نرخ آتش به عنوان ورودی استفاده مي

های کند. بر اساس بررسي روشزش ميروش محاسبات ابر بعدی پردا

مختلف، مشخص گرديد که بيشتر آنها از يک مدل رياضي برای تشخيص 

ها کنند و به کمک اين تفاوتهای مختلف از هم استفاده ميتفاوت حالت

کنند خروجي را محاسبه کنند. در مسيری متفاوت روش تلاش مي

آتش برای هدف  پيشنهادی در اين پژوهش از يک مقايسه تجمعي نرخ

های زيادی مانند رمزگشايي استفاده کرده است. اين رويكرد از ويژگي

ها و نياز به حجم تر، کاهش حافظه لازم برای ذخيره کميتالگوريتم ساده

بانک داده آموزش کمتر سود برده و يک رمزگشا با دقتي متوسط در اختيار 

ات بر اساس مقادير صفر دهد. از آنجايي که کليه محاسبکاربر خود قرار مي

افزاری يک گزينه بسيار سازی سختو يک است اين الگوريتم برای پياده

 مناسب است. 

هايي که رسد برای زمانهای انجام شده منطقي به نظر ميبر اساس ارزيابي

که ستفاده شود [ ا20]يک روش با دقت بالا نياز است از الگوريتمي مشابه 

کند ولي دقت آن در مقابل حجم محاسباتي اگرچه دقت بالايي را فراهم مي

کمتر است. در شرايطي که حجم پيچيدگي  LSTMهای ديگر مانند روش

محاسباتي يک نكته مهم برای کاربر است و حجم بانک داده بالايي در 

اختيار نيست و به روشي با دقت متوسط نياز است روش پيشنهادی به عنوان 

  شود.يک انتخاب بهينه توصيه مي

ها و های آتش برای همه زماندر روش پيشنهادی ارزش کليه نرخ

ها به همه ها يكسان است. اين در حالي است که همه نورونتحريک

دهند. مطلوب است که ها به يک شدت عكس العمل نشان نميتحريک

و در فرآيند های مختلف تشخيص داده شده اين تفاوت رفتاری بين نورون

توان از روشي محاسبات و امتيازدهي در نظر گرفته شود. برای اين هدف مي

بهره  [20] توان از دقتي مشابهاستفاده نمود به اين ترتيب مي SVMمشابه 

 هايي مانند نياز به بانک داده کم را نيز در اختيار داشت. برد ولي برتری

 گزاریسپاس -7

نويسندگان اين مقاله از آقای بهروز نودوست به دليل فراهم کردن بانک 

ها نقش کليدی داشت تشكر داده واقعي که برای ارزيابي و بررسي روش

 کنند. مي
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