[ Downloaded from joc.kntu.ac.ir on 2026-01-29 ]

55

Journal of Control (English Edition), VOL. 18, NO. 01, June 2024

Cooperative Adaptive Fault-Tolerant Formation Control of
Quadrotor Swarm with Cyber-Attacks

Sh. Hadizadeh?, V. Nekoukar?*, and N. Mahdian Dehkordi®

! Departments of Control, School of Electrical Engineering, Shahid Rajaee Teacher Training University, Iran (e-

mail: sh.hadizade@gmail.com).

2 Departments of Control, School of Electrical Engineering, Shahid Rajaee Teacher Training University, Iran (e-

mail: v.nekoukar@sru.ac.ir).

3 Departments of Control, School of Electrical Engineering, Shahid Rajaee Teacher Training University, Iran (e-

mail: nimamahdian@sru.ac.ir).
*Corresponding Author
Received 4 June 2023

Received in revised form 6 Jan. 2024

Accepted 24 Feb. 2024

Type of Article: Research paper

Abstract— The unique features of multi-rotor unmanned
aerial vehicles (MRUAVs) have led to a variety of
applications. However, the carrying capacity of MRUAVs
remains one of the most critical challenges. Forming an
MRUAYV swarm can be an effective solution. In MRUAV
swarms, followers require a formation control scheme to
track one or more leaders. This formation control must
address measurement noise, communication delays, model
uncertainty, actuator and sensor faults, and cyber-attacks.
In this paper, we propose a new cooperative adaptive fault-
tolerant formation control for quadrotor swarms in the
presence of deception during cyber-attacks. Quadrotors are
connected to neighboring drones and a central leader. We
evaluate the proposed method's ability to handle model
uncertainty, actuator faults, cyber-attacks, and
measurement  noise  through  simulation  studies.
Considering all these challenges simultaneously and
evaluating the presented formation control method stand as
one of the primary contributions of this paper.

Keywords: Cooperative control, fault-tolerant, formation
control, quadrotor, unmanned aerial vehicle.

I.INTRODUCTION

N recent years, the industrial and research applications

of multi-rotor unmanned aerial vehicles (MRUAVS)
have witnessed significant development. This popularity
is largely attributed to the small size, simple structure,
low price, and flight capability of MRUAVS, which find
use in surveillance, air traffic control, firefighting,
exploration, and various missions related to
telecommunications, geography, and espionage [1].

However, certain applications, such as firefighting or
search and rescue, cannot be effectively carried out by a
single  MRUAYV. These missions necessitate the

formation of an MRUAV swarm. When multiple
MRUAVs collaborate, they can execute complex tasks
with remarkable efficiency and heightened reliability,
surpassing what a high-tech, expensive fixed-wing drone
can achieve. Compared to individual MRUAVs, an
MRUAV swarm offers several advantages, including
scalability, survivability, and redundancy [2, 3].

The drone swarm can consist of several MRUAVSs that
communicate and collaborate with each other as a multi-
agent system. Both the leader and followers must
maintain a stable swarm formation. Therefore, the
performance of formation control is crucial. The
followers should adhere to the formation, track their
leader, and avoid collisions. Formation control methods
need to address communication and measurement noise,
communication delays, model uncertainty, topology
changes, actuator and sensor faults, and deception in
cyber-attacks.

Recently, researchers have investigated various
cooperative formation control methods of drone swarms
in the presence of sensor noises, actuator faults, and
attacks to guarantee the reliability and robustness of
closed-loop systems [4]. There are many types of
actuator faults including bias, loss of effectiveness, and
outage [5]. The cyber-attack can also affect the system
operation by changing the system data or injecting false
data [4, 6]. Since the formation control needs
coordination between MUAVS, the sensor noises also
decrease the efficiency of the formation control [7].

The problem considered here is to provide a formation
control method for MRUAVSs that can deal with actuator
faults and deception attacks. In recent research, optimal
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control [8, 9], output feedback [10], fuzzy control [11-
14], sliding mode control [15-18], adaptive control [5,
19-29], and impulsive control methods [30] have been
applied to deal with the aforementioned challenges.

In [31], a time-varying formation control of UAV
swarms was presented based on switching-directed
topologies. The authors considered only the relative
information of neighbor UAVs. Deng and his colleagues
proposed a method that applies comparative states of the
fixed-wing UAV and its neighboring to design fault
observers, instead of using states of each UAV, directly
[32]. In [3], the authors designed a multi-UAV system of
quadrotors and applied a decentralized model predictive
formation control. An acceptable performance was
achieved by estimation of system delays and disturbances
using a nonlinear model of UAV. Yuan and his
colleagues studied the UAV formation consolidation and
fault tolerance where the formation changes
consecutively amongst several forms [33]. The number
and combination of UAVs may switch between these
forms, and some UAVs may have faults. Wang et al
investigated the leader-following swarm problem of
UAV systems with uncertainty, actuator fault, and
nonlinear dynamics and suggested a group of distributed
consensus protocols based only on the relative states
among neighbor UAVs [34].

In [35], a consensus theory was applied to address the
robust leaderless time-varying formation and trajectory
tracking issues of UAV swarm systems with the
Lipschitz nonlinear dynamics and external disturbances
under directed switching topologies. A decentralized
navigation strategy for UAVs was proposed by using
neighboring information via the communication network
in [36]. A task reassignment and formation
reconstruction algorithm were also developed based on
the distributed Hungarian algorithm to deal with practical
limitations such as the unknown disturbances, loss of
team members, and obstacle avoidance.

In most previous studies, faults and attacks were not
considered simultaneously. Additionally, in simulations,
the nonlinear dynamic model of quadrotors was
considered as a linear model, and the effects of
measurement noise were not studied.

In this paper, a cooperative adaptive fault-tolerant
controller is proposed to control the formation of a
quadcopter swarm. In the controller design, actuator
faults and deception in cyber-attacks are considered
simultaneously. Followers are connected to the leader
and their neighbors. They take the coordination
information and adjust their position, accordingly. The
distance between the leader and followers and the
followers with each other is a predetermined value. For
designing the proposed cooperative control, every agent
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is assumed as a double integrator but, in the simulation,
the dynamic model of quadcopters is considered as the
model introduced in [37]. An impulsive method is
presented to eliminate cyber-attack. Also, an adaptive
fault-tolerant control method is proposed to deal with the
actuator fault. In the simulation studies, the performance
of the proposed control scheme is evaluated in the
presence of actuator fault, cyber-attack, model
uncertainty, and measurement noise.

I.DYNAMIC MODEL OF QUADROTOR

In this section, the dynamics of the quadrotor is
introduced, and the six-degree freedom model of the
drone is presented. The resultant forces of the spinning
rotors on the drone determine quadrotor position in
space. If [x ¥ z]T is the position vector of the
quadrotor and [¢ 6 ]T is the vector of X —Y — Z
Euler angles, the six-degree freedom dynamic equations
of the quadrotor can be written as (1) to (6) [37].

T
¥ = Fy, + (cosy sin 6 cos ¢ + sini sin ¢)E 1

T
y =F4, + (sinysinf cos ¢ +sin¢ simp); 2

T
Z=F,,— g+ (cos6 cos ¢)E 3)
I L, —1 T
P =Tax a0 +2—qr + - (4)
S L Iy
_ I L,—1 Ty
q:TA_y-I—I—rp.Qr‘F ZI xpr+1— (5)
y y y
L —1 T
=Tt g +I—¢ (6)
z z

where p, q, and r are the angular velocity in the body
fixed frame, which are measured by gyroscope sensors.
Fpx, Fay, and F,, and 74, 74,, and 7, , are external
force and torque disturbances, respectively. m and g are
the total mass of the quadrotor and the gravitational
constant, respectively. I, I, and I, are the moment of
inertia around X —Y — Z. I, is the inertial moment of
rotors. The total thrust T and total torques 4, 74, and 7y,
are calculated by

T 1 1 1 1 fi
To| _| 0 h 0 —-h ||f2 (7)
|| 0 —-h 0[|f
Ty —C; ¢ —C —Cllf,
fi = b2} i=1,234 (8)
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that h is the distance from the center of mass to the center
of each rotor. c; is a fixed constant and f; is the thrust
generated by ith rotor along z axis. (2, is determined by

QT201_02+Q3_[24 (9)

where ; is the rotational speed of ith rotor which has a
proportional relation with the rotor voltage. The Euler
angles are obtained by solving the following differential
equations.

¢ =p+qsingtanf +rcos¢ptan b (10)
6 =qgcos¢p —rsing (11)
Y = qsingsech + rcos ¢ sec§ (12)

IL.LFAULT-TOLERANT COOPERATIVE CONTROL

The objective of the cooperative control is to obtain a
predefined formation of MRUAVs in the presence of
deception and actuator bias faults. Under cyber-attacks,
false data will be entered into the communication
channels. So, accurate synchronization is impractical to
be attained. In this section, an impulsive controller is
presented to eliminate deception. Also, to compensate for
the actuator faults, an adaptive fault-tolerant control is
proposed.

To implement the control scheme, the nonlinear model
presented in the previous section is simplified as
equations (13) to (18) [38]. Then, it is transformed into a
linear double-integrator model by feedback linearization
[39].

T
X = —sinfcos¢p— (13)
m
T
y=sing— (14)
T
Z'=g—cos€cos¢); (15)
LT
$=="- (16)
X
. To
o=1 €
. T
P=7" (18)

V4

Matrices A and B are defined as follows.
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01 0 0 0 0
10 0 0 O -1 0

A_0 0 0 1 B_O 0 (19)
0 0 0 O 0 1

So, the dynamics of the leader is described by
Do(t) = Ap,(t) + Bu,y(t) (20)

Po(®) = [xo(t) %o (t) yo(t) Yo(®)]" (21)

where p, (t) and u,(t) denote the state of the leader and
the control input, respectively. The dynamics of ith
follower is explained by

pi(t) = Ap;(t) + Buy(¢t) (22)
pi@®) =[x @) %@ y () y@®©]" (23)

Here, p;(t) defines the state of ith follower. The control
input u;(t) is defined as

u;(t) = uyp () + up(t) (24)

u;1(t) = Ky e (25)

a(0) = pi®) = po(0) (26)

=Y ay(p®O-p®)-ga® (o
jeN;

up(t) = —K, Z a;j (Pj(t) - Pi(t))
JjeN;

(28)

- 9i&(t)

where K; and K, are the feedback gain matrices. & (t)
and e; are defined as the tracking error and local
neighborhood consensus error, respectively. a;; and g;
are elements of the follower adjacency matrix F and
leader adjacency matrix L, respectively.

A.Model of Actuator Fault and Cyber-Attack

If an actuator bias fault occurs, and a cyber-attack
injects into the communication network between agent i
and its neighbor agents, then the model of the fault and
cyber-attack can be written as

ufy = uy + @ (29)
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uh(®) = =K, | ) (ay (3;©® - ®)
JjeN;

(30)

+ Vijqi) - g:&(t)

where ¢; is a constant and shows bounded bias fault of
actuators and ® = diag[¢,, ¢,, ... @y]. v;; indicates the
decision variable of an attacker. y;; = 1 represents that
the attacker launches the attack, otherwise y;; = 0. q;(t)
is the attack signal sent by attackers which are energy-
limited, Q(¢) = [q{,q3,...,qy]" satisfying [|Q()II> <
q, that g is a known positive constant.

It is supposed that the deception in the cyber-attack is
defined by one independent random variable y;; that
obeys the Bernoulli distribution as

Here, 1;;€[0,1) is a constant and y; = 0.

B. Model of Actuator Fault and Cyber-Attack

Exact synchronization is impossible to be achieved
under deception and actuator faults. So, we need a
cooperative fault-tolerant controller for eliminating their
effects. For this purpose, an adaptive fault-tolerant
control is presented as

w5 () = )] a; (00 - pi®)
JeN;

(33)

— gi&(t)

The update law of adaptive parameters is described by
dy(t) = —v(lIPBllle; ()] + d; (1)) (34)

where v > 0 is a constant and P is a positive definite
matrix. d = diag[d;,d,,...dy] and ||d;(®)] < d,p,.
Also, there is a positive constant [ that satisfies

1> |PAL + F)7Y (35)

(d; + Dd; > ||BO|| (36)

An impulsive controller is applied to compensate
cyber-attacks defined by

[oe]

w5 ® = = ) K| Y (ay (p,® - n(®)

k=1 JeN;
(37)
+ VijCIi) —gi&()|6(t

— ty)

that &(.) is Dirac impulse and the impulse sequence
{ti )y satisfies 0 =ty < t; < -+ < o0,

Theorem 1. The following control law
u (6) = up (£) + uip (6) (38)

guarantees that the quadcopter swarm with a leader and
arbitrary followers achieves consensus in the presence of
cyber-attacks and actuator faults.

Proof. Consider the Lyapunov function V (t) as

V(&) = %g(t)T(L + F)QPs(t) (39)

that @ denotes the Kronecker product. The infinitesimal
operator £ of V(&(t)) [40, 41] can be written as (40)
when t # t, fort € [ty, ty_1), k = 1,2, ....

v (e(t)) = o) (L + F)®P [ (Iy®A)e(t)
+ (1y®B) ((L
+F)®d) &(t) + (IN®B)d_>] (40)

= &(t)T(L + F)®@PAs(t)
+ &(t)T(L + F)QPB(L

+ F)®ds(t) + (Iy®B)D

By considering (35) and (36), we have
V(t) < &) (L + F)@PAs(t)(L

+F)(L+F)?

+ &(®)T(L + F)®PB(L

+ F)®ds(t) + (Iy®B)®

X

t iiEnPBnnei(t)uz ray @Y

< Z(ei(t))TPA (L

+F)ley(®)

+ (e;(t)) PBd;e;(t) + Bo;

= (d; + D(lle; 1> + dy)
We have [ > ||PA(L+ F) Y| +||PB(L+ F)™'| and
(d; + Dd; > ||Bp;|l where [|@;]l = llo;|l. Therefore
V(t) < 0and E{V(t)} < 0, and consequently
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EWV(®)} < pE{V (tk-1)} t € [ty—1, tr) (42)

where 0 < p < 1. E{V(t)} is the expectation of V (¢).
Define M =1y — (Iy®B)(L+ F)QIy®K and W =
(UIN®K)(Y®IN)Q that Y = [y;j]yxn- FOr t =t;, we
have

e(ty) = Me(t) + W (&) (43)
So,

E{v(etH))} = E{v(e(t)}
= E{e"(tH)M" + W (t)[(L + F)®P]Me(t;)
+ W(t)}
= E{e"(t; )MT[(L + F)QP]Me(t};)
+ " (t ) )MT[(L + F)QP]W (t;)
+WT (L
+ F)QPIMe(ti )+WT (t,)[(L
+ F)QPIW (t,)}

(44)

E{e" (6 )MT[(L + F)QP]Me(t;)}
= E{eT(t;) Iy
— (Iy®B)(L
+ F)®IN®K]T. [IN
— (Iy®B)(L
+ F)®Iy®K][(L
+ F)QPleT (t7)}
< S E(V(e(ti))}

(45)

E{e" (t )M"[(L + F)QPIW (t;)
+ WT(t)[(L + F)®@PIMe(t;)}

<E {gT(t,;)[(L + F)®Ple(ti)}

+ E{QeO T (6 Un@BI)[Iy (46)
— (IN®B)(L

+ F)®K]. {1y

— (Iy®B)(L + F)®K]"(Iy®BK)Y(t,)}

< E{V(e(t?)) + qAmax ). 5o

E{WT (t)((L + F)®P)W}
< E{QQT (t)Y" (t)®BKT((L (47)
+ F)®P)(BK)"®YT (£,)Q(ti)} < qAmaxSs

where 1, is the maximum eigenvalue of [(L + F)®P].
S, and S, are maximum singular values of [Iy —
(IN®B)(L + F)®K] and [WT(Iy®BK)T], respectively.
Y is defined as
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Y = E[Y(t,)] (48)
By combining (44) to (47), it can be written as
E{(V(e(t))} < S E{(e(t)} )

p— 2 p—
+ qz)lmaxsz + qz)lmax53

that S; is the maximum singular value of
WT(Iy®BK) (Iy — (Iy®B))(L + F)®K]. So, we
have

EVEE)} S SEVEGD g
+ @*AnaxS2” + 4% AmaxS3
According to (42) and (50)
B < gy FV O))
- 1 P(l —3712)2?':1%(5% +1)° (51)
@+ PP 2(1-57)

=2 =2
+ qulmaxsz + qzlmax53

Therefore, the amplitude of the tracking error is bounded,
and consensus of quadcopter swarm is achieved. B

IV.SIMULATION

Simulation results are given to evaluate the
effectiveness of the proposed method. A quadrotor
swarm with a leader and eight followers is considered.
The desired distance between the leader and followers
and followers with each other are predetermined values
along the X and Y axis even in their initial condition. The
trajectory of the leader is predefined. The value of Z and
1) state variables is equal to the leader for all followers.
The closed-loop control structure of the leader and
followers is presented in Fig. 1. Six PID controllers are
applied for control of the position and attitude of the
leader. Three PID controllers control the position, and the
other ones control the attitude of the leader quadcopter.
For the followers, the control framework consists of four
PID controllers and the proposed cooperative adaptive
fault-tolerant formation controller. Three PID controllers
control the follower attitude, a PID controls the height of
the followers, and the proposed formation controller
maintains the formation by calculating the references of
the pitch (6. and roll (¢.) of the followers.


http://joc.kntu.ac.ir/article-1-1046-en.html

[ Downloaded from joc.kntu.ac.ir on 2026-01-29 ]

V. Nekoukar et al.: Cooperative Adaptive Fault-Tolerant Formation Control of Quadrotor Swarm with Cyber-Attacks

z
ref (=
xand v o PID

N
x and y of leader and neighbors Cooperative Py PID
bttt cnililibioes - BN
Adaptive

Fault-Tolerant
Formation a
Control -

0

& and g of leader and neighbors

Xand y

2,
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G
¢
L
= o
(b)
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Dynamics

Quadcopter | %) 7
Dynanics

Fig. 1. Closed-loop control structure of the quadcopter for (a) leader and (b) followers.

Agent 1 represents the leader and agents 2-9 represent
the followers. Agents 2-5 communicate with the leader
and their neighbors and agent 6-9 are only in contact with
their neighbors. The communication graph topology is
shown in Fig. 2. The shown arrows indicate the direction
of sending data. For example, the leader sends its position
to followers 2, 3, 4 and 5. The maximum values of the
fault and attack are selected 2 degrees and 0.2 meters,
respectively. The primary issue with the quadcopter
faults is related to its motors and challenges in controlling
the quadcopter's attitude. If this fault doesn't cause the
quadcopter's instability, it triggers a shift in its attitude,
rendering control more challenging. Consequently, in
this study, presuming the proper functioning of motors
and attitude controllers, the impact of the fault is directly
evaluated with respect to the intended desirable attitude.
The simulation is performed based on parameters of the
quadrotor that are given in Table | in two different
scenarios. The matrices F and L are defined as

0 101 1 1 0 0
10100110
01010011
1010100 1

F=11 00100 0 ol
1100000 0
0110000 0
0 0110 0 0 o

and L =

SCocoococoocoRr

[eleloNoBoBol =

a /I

0000 0 O
00000 O
100000
01000 O0|_,
000 0 0 o %ealg)
00000 O
00000 O
0000 0 o

)

) /

\

Fig. 2. Communication topology.

The desired distances between the leader and followers
were considered as a bias in Eq. (38) as follows.

w; (1) = uf; (t) +ug,(t) (52)
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ug () = d;(t) Z a;; (p;@®) — pi(©) + ;)

jeNi (53)
—gi(&@®) + B)
uGy(6) = —;Kz ,ZN.(Q” (0O — pi(®)
+ aij) + Vij‘h) (54)

= gi(g(®)B) ] 6(t —ty)

where q;; is the distance between ith and jth followers
and g; is the distance between ith follower and the leader.

TABLE |
PARAMETERS OF THE QUADROTORS.

Parameter m I, I, I,

25 6e-5 0.0433 0.0433
Value kg kg.m? kg.m? kg.m?

Parameter I, h c; b
Value 0.0465 0.2 0.2 3.13e-3
kg.m? m m Ns?/rad?

A.Scenario One

The simulation was performed for 100 seconds. The
quadrotors followed a square path that begins from the
center of the square. Five seconds after the simulation
started, agent 7 was attacked and 10 seconds after the
start, the fault was applied to agent 5 and both remained
until the end.

The actual and desired flight path of the leader is
shown in Fig. 3. The leader was in the center of the square
(O). Then, it took off vertically two meters from the
ground (O—A). It moved on half of the diameter of the
square (A—B) to reach the first vertex of the square (B).
It started flying on a square (B—>C—D—E). Then, it
came back on half of the other diameter of the square to
the center of the square (A). This path was the same for
all followers. The actual and desired positions and
attitudes of the first quadrotor are shown in Figs. 4 and 5.
The obtained results explain that the performance of the
leader flight controller in tracking the predefined
trajectory is acceptable.
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£
N1
0.5
o
20
— B 30
-10 v
X (m)
Fig. 3. Scenario One: The actual and desired flight path of the leader
quadrotor.
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Fig. 4. Scenario One: The actual and desired positions of the leader
quadrotor.
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= | f I|
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§ A A | i :'ll‘ I A fl
2 Al pn | i I Il |
0 10 20 30 40 50 60 7o B0 a0 100
Time (s)
Fig. 5. Scenario One: The actual and desired attitudes of the leader
quadrotor.

The actual and desired flight path and positions of
quadrotors 5 and 7 are given in Fig 6. The obtained
results demonstrate that the proposed control method was
effective. The quadcopters tracked the reference
trajectory in the presence of actuator fault and attack. Fig.
7 shows five snapshots of the simulated formation
control. It demonstrates that the formation control was
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done, perfectly and the synchronization of quadcopters  during the flight time from the beginning, and they were
was achieved. The adapting parameters d;(t) are given  bounded.
in Fig. 8, which shows that the parameters were adapted

20
—
E o j—/ *\_]
=
20
(1] 10 20 30 4 70 B0 a0 100
Time (s)
= ——— yirefl, Ve
E o0 o
>0 N
(1] 10 20 30 40 50 60 70 B0
Time (s)
3
M1 / z{rcfjb E
o ! ! ! ! I I :
1] 10 20 30 40 50 60 70 80 80 100
Time (s)
(@
2 % tren, %
Ey
=
20 2.5
T\me (s} 2
40
— T y (ref), Vs 15
N e E
E e
= oor Ln, / Actual
20 05 Desired
(1] 10 20 30 40 50 60 7o B0 90 100 :
Time (s}
0.l
3 40
—al <
E°] 20 30
N 20
/ z (ref), 2y 0 0 o
00 10 20 30 40 50 60 70 B0 90 100 20 -10
m -20 - -
Time (s) y(m) a0 x [m)
. . G -
Fig. 6. Scenario One: The actual and desired flight path and positions of quadrotor (a) 5 and (b) 7.
40 1.2 T T T T T T T T dz
d3
30T + + 115 q
+ + + + ds
20t + * + + + + 11 dg
+ + + + 4
05 + + + & 108 d
— + * d4
E o + + + n ] S
- * * = =
10 + + + = pes
+ + + +
20 + + + + + + 0.9
+ + + +
30 + + =+ 0.85
-40 08
40 30 20 10 0 10 20 0 40 ] 0 20 30 40 S5 60 70 80 90 100
x (m) Time (s)
Fig. 7. Scenario One: Five snapshots of the simulated quadrotor Fig. 8. Scenario One: Adapting parameters d; (t).
formation.

For comparison, the results obtained by the proposed
control scheme were compared with the conventional
method whose control law is defined as
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w (0= K| ) (e (0,0 - p®)
JjeN;

(55)
+ Vij‘h) —gi&@)| +o;
Fig. 9 shows that the conventional method was not

successful in formation control of the followers and the
results obtained from it are not acceptable.
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Fig. 9. Scenario One: The actual and desired flight path and positions
of quadcopter (a) 5 and (b) 7 obtained by the conventional method.

B. Scenario Two

The simulation was performed for 100 seconds. The
quadrotors followed a cylindrical path in a spiral. Five
seconds after the simulation started, the fault was applied
to agent 6. Ten seconds after the start, agent 4 was
attacked and both remained until the end.

The actual and desired flight path of the leader is shown
in Fig. 10. The leader took off vertically 2 meters from
the ground. It moved on a circle with a diameter of 2
meters and ascended simultaneously to a height of 10
meters. Then, returned vertically to the height of 2
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meters. This path is the same for all followers. The actual
and desired positions and attitudes of the first quadrotor
are given in Figs. 11 and 12. It can be seen that the
performance of the leader flight controller in tracking the
predefined trajectory is acceptable. The obtained results
show that the tracking of the predetermined trajectory for
Xand Y channels is more challenging than the Z channel.

Actual
Desired

2 0 1
y (m) - 2 X (m)
Fig. 10. Scenario Two: The actual and desired flight path of the leader
quadrotor.
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Fig. 11. Scenario Two: The actual and desired positions of the leader

quadrotor.
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Fig. 12. Scenario Two: The actual and desired attitudes of the leader
quadrotor.
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The actual and desired flight path and positions of
quadrotors 4 and 6 are given in Fig. 13. The obtained
results illustrate that the proposed control method was
efficient. The quadrotors tracked the desired trajectory in
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the presence of actuator fault and attack. Fig. 14 shows
the trajectory of the simulated formation control. It shows
that the formation control was perfect, and the quadrotors
were synchronized.

Actual

Fig. 13. Scenario Two: The actual and desired flight path and positions of quadcopter (a) 4 and (b) 6.

-10

A5 x(m)
Fig. 14. Scenario Two: The trajectory of the quadrotors.

-15
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The actual and desired attitudes of quadrotors 4 and 6
are given in Fig. 15. The results show that the attitude
control of followers was adequate and reference
trajectories of roll and pitch channels were tracked
perfectly. As we mentioned previously, Fig. 16
demonstartes that the conventional control method could
not maintain the formation of the quadcopter swarm and
the impact of faults and attacks on the performance of the
controller is significant.
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Fig. 15. Scenario Two: The actual and desired attitudes of the quadcopter (a) 4 and (b) 6.
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Fig. 16. Scenario Two: The actual and desired flight path and positions of quadcopter (a) 4 and (b) 6 obtained by the conventional method.

V.CONCLUSION

This paper proposed a cooperative adaptive fault-
tolerant formation control for the consensus of MRUAV
swarms. The controller was designed to deal with
actuator faults and cyber-attacks. The simulation results
of two flight scenarios confirmed the effectiveness of the
proposed method. It shows that followers could
adequately maintain stable flight and achieve swarm
formation. Additionally, the impulsive control eliminated
the effects of attacks. Notably, although the dynamics of
agents were assumed to be a double integrator, the
simulation results demonstrated that this is not a
limitation of the proposed control scheme. The
considered dynamics of the quadcopter in the simulation
closely resemble reality. Therefore, we expect similar
results in the ongoing experimental studies. The proposed
formation control is applicable to any quadcopter swarm
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whose associated undirected graph is connected, and
where at least one follower receives information from the
leader quadcopter.
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