
 

 مجله کنترل

ISSN (print) 2008-8345 
ISSN (online) 2538-3752 

 13- 25، صفحه 1397تابستان  ،2، شماره 12جلد 
 

 

  محمد باقر نقیبی سیستانینویسنده عهده دار مکاتبات:   قطب علمی کنترل صنعتی دانشگاه صنعتی خواجه نصیرالدین طوسی -مجله کنترل، انجمن مهندسان کنترل و ابزار دقیق ایران

 

حل زیربهینه بازي هاي گرافی دیفرانسیلی غیر خطی با استفاده از برنامه ریزي 

  شبکه- پویاي تقریبی تک

  3سید کمال حسینی ثانی، 2، محمد باقر نقیبی سیستانی1مجید مازوچی

  Mazouchi.majid@mail.um.ac.irدانشگاه فردوسی مشهد، گروه مهندسی برق، دانشجوي دکتري مهندسی برق، 1  

  naghibi@um.ac.ir-mbیار دانشکده مهندسی، گروه مهندسی برق، دانشگاه فردوسی مشهد، دانش 2

  K.hosseini@um.ac.irدانشیار دانشکده مهندسی، گروه مهندسی برق، دانشگاه فردوسی مشهد،  3

 

  19/9/1396: پذیرش   10/4/1396ویرایش اول:    27/3/1395دریافت: 

  

شبکه براي حل تقریبی بازي هاي گرافی -در این مقاله یک الگوریتم یادگیري برخط برمبناي برنامه ریزي پویاي تقریبی تک :چکیده

دیفرانسیلی زمان پیوسته غیرخطی با تابع هزینه زمان نامحدود و دینامیک معین پیشنهاد شده است. در بازي هاي گرافی دیفرانسیلی، هدف 

ل ها ردیابی حالت رهبر به صورت بهینه می باشد، به طوري که دینامیک خطا و اندیس عملکرد هر عامل بستگی به توپولوژي گراف عام

تعاملی بازي دارد. در الگوریتم پیشنهادي، هر عامل تنها از یک شبکه عصبی نقاد براي تقریب ارزش و سیاست کنترلی بهینه خود استفاده 

تنظیم وزن پیشنهاد شده براي به روزرسانی برخط وزن هاي شبکه عصبی نقاد خود بهره می جوید. در این مقاله، با می کند و از قوانین 

معرفی سوئیچ هاي پایدار ساز محلی در قوانین تنظیم وزن هاي شبکه عصبی که پایداري سیستم حلقه بسته و همگرایی به سیاست هاي تعادل 

به مجموعه سیاست هاي کنترلی پایدار ساز اولیه وجود ندارد. بعلاوه در این مقاله از تئوري لیاپانوف نش را تضمین می کنند، دیگر نیازي 

 براي اثبات پایداري سیستم حلقه بسته استفاده می شود. در پایان، مثال شبیه سازي، موثر بودن الگوریتم پیشنهادي را نشان می دهد. 

  بکه هاي عصبی، کنترل بهینه، یادگیري تقویتی.: برنامه ریزي پویاي تقریبی، شکلمات کلیدي

Suboptimal Solution of Nonlinear Graphical Games Using Single 

Network Approximate Dynamic Programming 

Majid Mazouchi, Mohammad B. Naghibi Sistani, Seyed Kamal Hosseini Sani  

 

Abstract: In this paper, an online learning algorithm based on approximate dynamic 

programming is proposed to approximately solve the nonlinear continuous time differential 

graphical games with infinite horizon cost functions and known dynamics. In the proposed 

algorithm, every agent employs a critic neural network (NN) to approximate its optimal value and 

control policy and utilizes the proposed weight tuning laws to learn its critic NN optimal weights in 

an online fashion. Critic NN weight tuning laws containing a stabilizer switch guarantees the 

closed-loop system stability and the control policies convergence to the Nash equilibrium. In this 

algorithm, there is no requirement for any set of initial stabilizing control policies anymore. 

Furthermore, Lyapunov theory is employed to show uniform ultimate boundedness of the closed-

loop system. Finally, a simulation example is presented to illustrate the efficiency of the proposed 

algorithm. 

 

Keywords: Approximate Dynamic Programming; Neural Networks; Optimal Control; 

Reinforcement learning. 
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  مقدمه - 1

 ]5-1[تحقیق بر روي کنترل توزیع شده سیستم هاي چندعاملی در 

مورد مطالعه قرار گرفته است. این زمینه ي در حال رشد، در زمینه هاي 

متفاوتی از سیستم هاي مهندسی، مانند آرایش گروهی از ربات هاي 

، کنترل آرایش وسایل ]7[ 2، هواپیماهاي بدون سرنشین]6[ 1متحرك

، کنترل سیستم هاي ]9[ 4، تیم هاي خودمختار تحت شبکه]8[ 3نقلیه

و همزمان سازي فرآیندهاي دینامیکی کاربرد  ]10[الکترونیک قدرت 

دارد. کنترل توزیع شده در مقایسه با کنترل متمرکز داراي مزایاي بسیاري 

از جمله پیچیدگی محاسباتی پایین تر، عدم نیاز به یک مرکز تصمیم 

ز و قابلیت اطمینان بالاتر بوده که باعث مورد توجه گیري بصورت متمرک

   قرار گرفتن این زمینه شده است.

 5مسایل کنترل توزیع شده به دو گروه عمده، اجماع بدون رهبر

(ردیابی توزیع شده)، تقسیم  6(تنظیم توزیع شده) و همزمان سازي به رهبر

مقدار  همه عامل ها به یک ]14-11[می شوند. در اجماع بدون رهبر 

مشترك کنترل نشده که وابسته به حالت هاي اولیه آنها در شبکه ارتباطی 

می باشد، همگرا می شوند. از طرف دیگر، در مسئله همزمان سازي به 

نیز گفته می شود، همه عامل ها  ]15[ 7رهبر- رهبر که  به آن اجماع پیرو

د، همزمان به رهبر یا عامل کنترلی که مسیر مرجع مطلوب را تولید می کن

  .]21-16[سازي می شوند 

تئوري بازي یک چارچوب حل مناسب براي مدل سازي و فرمول 

بندي مسایل کنترلی و  تصمیم گیري چندنفره را فراهم می آورد، که در 

آن سیاست هر بازیکن بستگی به عملکرد خود بازیکن و دیگر عامل هاي 

تئوري بازي هستند  . بازي هاي دیفرانسیلی شاخه اي از]22[بازي دارد 

که به مسئله کنترل سیستم هاي چند عامله با تعاملات دینامیکی می 

پردازند. کلاس جدیدي از بازي هاي دیفرانسیلی با نام بازي هاي گرافی 

معرفی شده اند که شاخص عملکرد و دینامیک  ]23[دیفرانسیلی در 

. در بازي خطاي هر بازیکن وابسته به توپولوژي گراف تعاملی بازي است

هاي گرافی دیفرانسیلی، بطور کلی بازیکننان به دنبال یافتن مجموعه اي 

از سیاست هاي کنترلی قابل قبولی هستند، که علاوه بر تضمین پایداري 

سیستم و همزمان سازي، با حداقل سازي توابع هزینه، حل نقطه تعادل نش 

نقطه تعادل نش، نیز حاصل گردد. در این دسته از مسایل به منظور یافتن 

  
1 Formation of a group of mobile robots 

2 Unmanned air vehicle 
3 vehicle formation control 
4 Networked autonomous team 

5 Leaderless consensus 

6 Leader synchronization 

7 Leader–follower consensus 

پرداخت. حل این  8جاکوبی کوپل شده - باید به حل معادلات هامیلتون

معادلات که کاملا وابسته به توپولوژي گراف تعاملی می باشد، بسیار 

دشوار  بوده و در اکثر موارد حل تحلیلی آنها غیر ممکن است. بنابراین به 

ل شده، از جاکوبی کوپ- منظور حل تقریبی برخط معادلات هامیلتون

که روش هاي غیر تحلیلی و  ]25،24[ 9روش هاي یادگیري تقویتی

یک روش   10عددي هستند، استفاده می شود. برنامه ریزي پویاي تقریبی

می باشد، که می تواند براي یافتن  11یادگیري تقویتی پیشرو در زمان

 .]26[سیاست هاي بهینه تقریبی برخط مورد استفاده قرار گیرد

امه ریزي پویاي تقریبی و بازي هاي گرافی دیفرانسیلی در مفاهیم برن

، به منظور پیدا نمودن حل بهینه کنترل ردیابی توزیع شده ]30-27،23[

سیستم هاي خطی زمان پیوسته بصورت بر خط مورد استفاده قرار گرفته 

، یک الگوریتم تکرار سیاست همکارانه برخط براي حل ]23[اند. در 

 12نقاد- فرانسیلی توسعه داده شد که از ساختار عملگربازي هاي گرافی دی

استفاده کرده است. یک  ]33،32 [ 13با دو شبکه عصبی پیوند تابعی ]31[

 ]34[الگوریتم تکرار سیاست بر اساس تکنیک انتگرال یادگیري تقویتی 

به منظور یادگیري حل نش بازي هاي گرافی دیفرانسیلی خطی بصورت 

، یک الگوریتم تکرار ]30[شده است. در پیشنهاد  ]29[بر خط در 

سیاست خطی براي حل بازي هاي گرافی دیفرانسیلی خطی بصورت بر 

 ]27[خط توسعه داده شد و یک الگوریتم تکرار سیاست همکارانه نیز در 

به منظور حل بازي هاي گرافی دیفرانسیلی خطی با بازیکنانی با دینامیک 

، یک الگوریتم تکرار ]28[در هاي متفاوت پیشنهاد داده شده است. 

ایساك - جاکوبی- سیاست برخط براي پیدا نمودن حل معادلات همیلتون

صفر خطی که - در بازي هاي گرافی دیفرانسیلی مجموع 14کوپل شده

بازیکنان در آن تحت تاثیر اغتشاش هستند، پیشنهاد شده است. محققان 

ی به منظور حل ، یک الگوریتم برنامه ریزي پویاي تقریب]35[در مطالعه 

بازي هاي گرافی دیفرانسیلی سیستم هاي غیر خطی زمان پیوسته توسعه 

، 27-35،30[ نقاد استفاده کرده است. در- عملگرداده اند، که از ساختار 

، سیاست هاي کنترلی پایدار ساز اولیه براي تضمین پایداري بازي ]23

فتن مجموعه اي گرافی دیفرانسیلی مورد نیاز است. شایان ذکر است که یا

از سیاست هاي کنترلی پایدارساز اولیه در بازي گرافی دیفرانسیلی کار 

  راحت و سر راستی نیست.

  
8 Coupled Hamilton–Jacobi 

9 Reinforcement learning 

10 Approximate dynamic programming 

11 Forwarded in time 

12 Actor-Critic 

13 Functional link 

14 Coupled Hamilton–Jacobi-Issac 
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بهینه جدید با استفاده از برنامه - در این مقاله، یک طرح کنترلی زیر

شبکه، براي حل تقریبی بازي هاي گرافی -ریزي پویاي تقریبی تک

یوسته، بدون نیاز به سیاست هاي دیفرانسیلی سیستم هاي غیرخطی زمان پ

کنترل اولیه پایدارساز پیشنهاد شده است. براي شبکه عصبی نقاد هر یک 

از عامل ها، الگوریتم تنظیم وزن جدیدي که ضامن پایداري دینامیکی 

می باشد، ارایه شده است و  1حلقه بسته با مفهوم کراندار نهایی یکنواخت

  بی به تعادل نش نیز اثبات شده است. در ادامه همگرایی پاسخ بهینه تقری

  نوآوري هاي این مقاله بقرار زیر است:

را به بازي هاي گرافی  ]37[ و ]36[ این مقاله، نتایج - 1

بازیکن بسط می  - Nدیفرانسیلی زمان پیوسته غیر خطی با 

دهد که به دلیل فرمول نویسی بازي  بصورت توزیع شده و 

بر توپولوژي گراف و همچنین تعداد بازیکنان، نسبت مبتنی 

و مجموع غیر  ]37[ ه بازي هاي دیفرانسیلی مجموع صفرب

با دو بازیکن، پیچیده تر می باشد. همچنین،  ]36[ صفر

 پایداري سیستم حلقه بسته کل سیستم نیز ضمانت می شود. 

الگوریتم یادگیري توزیع شده پیشنهاد شده در این مقاله تنها  - 2

از یک شبکه عصبی براي هر بازیکن استفاده می نماید. در 

نتیجه، این الگوریتم داراي بار محاسباتی کمتر و ساختار 

، ]27،23-35،30[ساده تري براي پیاده سازي در مقایسه با 

نقاد با دو شبکه عصبی - که براي هر بازیکن از ساختار عملگر

 استفاده کرده است، می باشد.

انین تنظیم هاي محلی توزیع شده جدید در قوبا معرفی اپراتور - 3

، دیگر هیچ نیازي به ]27،23-35،30[ وزن ها، در مقایسه با

 سیاست هاي کنترلی پایدارساز اولیه وجود ندارد.

  مقدمات و فرمول بندي مسئله - ٢

برخی مفاهیم پایه اي که در طول مقاله از آنها استفاده می شود در 

فرمول بندي مسئله بازي هاي گرافی  ادامه ذکر شده است. بعلاوه،

نفره براي سیستم هاي غیرخطی نیز در این بخش ذکر  N دیفرانسیلی

  می شود. 

 گرافها و نمادها  -2-1

 نمادهاي زیر در طول این مقاله مورد استفاده قرار می گیرند. 

اعداد حقیقی، 
n بردارهاي حقیقیn  تایی و

m n  ماتریس هاي

mحقیقی n  .را نشان می دهندnI  ماتریس همانی با ابعاد

n n  .را نشان می دهد X   نشان دهنده نرم اقلیدسی بردارX  

می باشد   Mالقایی براي ماتریس  2- نشان دهنده نرم Mمی باشد. 

)و  )i M  نشان دهندهi  امین مقدار منفرد ماتریسM   و

( )M   کمترین مقدار منفرد ماتریسM   را نشان می دهد. ضرب

  
1 Uniformly ultimately bounded 

Aبه صورت   Bو  Aکرونکر دو ماتریس  B   نشان داده می

  شود. 

)عامل، توسط گراف   Nنحوه تعامل بین  , )Gr V    توصیف

می شود که در آن  1,2,...,V N   مجموعه گره هاي گراف

Vعامل بوده و  Nاست که نماینده  V     مجموعه شاخه

)هاي گراف است که  , )i j    به معنی وجود یک شاخه از گره

i   به گرهj   می باشد. در این مقاله گراف ساده فرض می شود، یعنی

جود دارد و خود حلقه بین هر دو گره تنها یک شاخه و

( , ) ,i i i   در گراف وجود ندارد. توپولوژي یک گراف

Nمعمولا توسط ماتریس همسایگی آن  N
ijE e      نمایش

)داده می شود به طوري که اگر  , )j i    1آنگاهije   و در

0ije غیر این صورت    .می باشد : ( , )I
iN j j i  

است، به عبارت دیگر مجموعه گره ها با   iمجموعه همسایگان گره 

وارد می   iشاخه هایی است که به گره 

شوند. :( , )O
iN j i j    دهنده مجموعه اي از نیز نشان

-در همسایگی آنها می باشد. ماتریس درجه  iعامل ها هستند که عامل 

) 2واردشونده ) N N
iD diag d    یک ماتریس قطري ،

است، با 
I

i
i ijj N

d e


  واردشونده گره - که درجهi د می باش

). ماتریس لاپلاسین گراف به  Eام  i(یعنی مجموع عناصر سطر 

Lصورت  D E   نمایش داده می شود و مجموع عناصر هر سطر

آن صفر می باشد. مسیر، دنباله اي از گره هاي به هم متصل در یک 

گراف را قویا متصل گویند اگر مسیري بین هر دو گراف است و یک 

گره دلخواه آن وجود داشته باشد. معمولا گره رهبر توسط اندیس صفر 

  نشان داده می شود.

در این مقاله گراف هاي ساده، قویا متصل و جهتدار با توپولوژي 

تغییرناپذیر با زمان براي نمایش توپولوژي تعاملی بین عامل ها در نظر 

  ی شوند.گرفته م

  فرمول بندي مسئله -2-2

را بر روي یک گراف  3بازیکن ناهمگن Nیک گروه شامل

ارتباطی قویا متصل و جهتدار در نظر بگیرید که دینامیک آنها به صورت 

  زیر بیان می شود

)1(                     ( ) ( ) , 1,...,i i i i i ix f x g x u i N    

که در آن 
n

ix   بردار حالت و
m

iu    بردار

 می باشد. همچنین دینامیک عامل رهبر  i ورودي کنترلی براي بازیکن

0
nx  به صورت زیر داده می شود  

)2      (                                                             
0 0 0( )x f x   

  
2In-degree 
3 Heterogeneous 
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  که حداقل به یکی از بازیکن ها در گراف تعاملی متصل می باشد. 

در این مقاله فرض می شود که 
0 0( )f x،( )i if x   و

( )i ig x   1براي,...,i N پشیتز محلی هستند. خطاي ردیابی لی

  به صورت زیر تعریف می شود  iهمسایگان محلی براي هر بازیکن

)3 (                 
0 0( ) ( )

I
i

i ij i j i i

j N

e x x e x x


     

که در آن 
0 0ie   بهره اتصال می باشد که براي حداقل یک

به صورت  i. توجه شود که اگر بازیکنبازیکن، غیر صفر می باشد

مستقیم با رهبر تعامل نماید، آنگاه 
0 1ie   در غیر این

صورت
0 0ie  دینامیک خطاي ردیابی همسایگان محلی براي بازیکن .

i،1,...,i N  35[، به صورت زیر داده می شود[   

)4(          

   
0 0 0

0

( ( ) ( ))

( ( ) ( ))

( )

I
i

I
i

i ij i i j jj N

i i i

i i i i i ij j j j

j N

e f x f x

e f x f x

d e g x u e g x u






  

 

 







  

دینامیک خطاي محلی هر عامل تحت تاثیر ورودي کنترلی خود 

و ورودي هاي کنترلی همسایگان این عامل می باشد. تابع هزینه  i عامل

  ]23[به صورت زیر تعریف می شود  محلی توزیع شده براي هر بازیکن

)5(    ( , , ) ( ( ), ( ), ( ))I I
i i

i i i i i iN N
t

V u u r u u d     


 
 

  

 که در آن I
i

I
j iN

u u j N   و( , , )I
i

i i i N
r u u برابر با 

1 2( ( ) )I
i

T T
i i i ii i j ij jj N

Q u R u u R u


   و همچنین ماتریس

)هاي وزن  ) 0, 0, 0i i ii ijQ R R      .متقارن و ثابت هستند  

تابع هزینه محلی توزیع شده در بازي هاي گرافی  توجه کنید که

و همسایگان آن  iمتاثر از ورودي بازیکن iدیفرانسیلی براي بازیکن

انتخاب سیاست کنترلی  iمی باشد. بنابراین، هدف کنترلی بازیکن

اقل کردن تابع هزینه محلی و یافتن ارزش بهینه زیر می فیدبکی براي حد

  باشد 

)6(                              *

,
( ) min ( , , )I

ii IN i

i i i i i Nu u
t

V r u u d  


   

) به صورت معادله لیاپانوف 5فرمول معادل دیفرانسیلی رابطه (

  غیرخطی زیر بیان می شود

)7(

     

 

0 0 0

0
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1
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1 1
0, 0 0

2 2
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T
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i i i i i ij j j j i i
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V e f x f x e f x f x

d e g x u e g x u Q

u R u u R u V
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   

   

   







  

به  iینه محلی توزیع شده براي بازیکنتابع هامیلتونین براي تابع هز

  صورت زیر تعریف می شود

)8(    

   

 

 
0 0 0 0

1 1 1
, ,

2 2 2

( ( ( ) ( ))

( ( ) ( )) ( )

)

I
i

I I
i i

I
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T
i i i i i i ii iN

T T
j ij j i ij i i j j

j N j N

i i i i i i i i

ij j j jj N

H u u Q u R u

u R u V e f x f x

e f x f x d e g x u

e g x u

 

 



   

 

   



 



   

nکه در آن 
i i iV V       مشتق جزیی( )i iV  

  می باشد. iنسبت به  

، قابل  iبه ازاي هر   iuاست هاي کنترلی سی ]23[ -1تعریف 

(0)و پیوسته  iuقبول گفته می شوند، اگر  0iu    باشد، همچنین

iu  ) را 5زد و مقدار رابطه () را به صورت محلی پایدار سا4سیستم (

  محدود گرداند.

مجموعه سیاست هاي  ]22[ -2تعریف  * * *
1 2, , , Nu u u  حل

نفره می باشد، اگر نامساوي هاي   Nتعادل نش همه جایی براي بازي

i,زیر  Gr iu u   برقرار باشد  

)9(                          * * *( , ) ( , )i i Gr i i i Gr iV u u V u u    

که در آن Gr i ju u j i  
 
.  

) را در نظر 5) و تابع هزینه محلی توزیع شده (4سیستم ( - 1لم 

)، سیاست هاي کنترلی فیدبک بهینه با 8بگیرید. بر اساس همیلتونین (

0iاستفاده از شرط ایستایی  iH u    ]38[ت زیر به ، به صور

  دست می آید

)10(                    * 1
0( ) ( )T

i i i ii i i iu d e R g x V      

که
iV است، 11جاکوبی کوپل شده (- حل معادلات هامیلتون (

)، 8) در (10که این معادلات با جایگذاري سیاست کنترلی فیدبک بهینه (

  بصورت زیر به دست آمده اند.
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Q d e V g x R

g x V d e V

g x R R R g x V V

e f x f x e f x f x

d e g x R g x V

e d e g x R g
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 
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   
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  

  

 





( ) ) 0
I
i

T
j j

j N

x V


 

   

  

- به طور کلی، یافتن راه حل هاي تحلیلی براي معادلات هامیلتون

جاکوبی کوپل شده دشوار و حتی غیر ممکن می باشد. در این مقاله، 

- براي حل تقریبی این معادلات به صورت برخط، یک طرح کنترلی زیر

بازیکن  شبکه براي هر-بهینه جدید که از برنامه ریزي پویاي تقریبی تک

  استفاده می کند، پیشنهاد می شود.

  فرض زیر در ادامه مقاله، مورد نیاز می باشد:
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براي هر بازیکن، یک کاندید لیاپانوف شعاعی بی کران   - 1فرض 

) 1دیفرانسیل پذیر پیوسته )i iJ   وجود دارد به طوري که  

)12(  *
0 0 0 0

*

( ( ( ) ( ))

( ( ) ( )) ( ) ( )

( ) ) 0

I
i

I
i

T T
i i i i ij i i j j

j N

i i i i i i i i

ij j j j

j N

J J J e f x f x

e f x f x d e g x u

e g x u






    

    









  

nکه در آن 
i i iJ J       مشتق جزیی( )i iJ   

  می باشد. iنسبت به 

) و 5) با توابع هزینه محلی توزیع شده (4سیستم غیرخطی ( -  2لم 

، فرض 1) را در نظر بگیرید. ضمن برقراري فرض 10سیاست هاي بهینه (

کنید که ثابت مثبت 
iQ   در نامساوي زیر صدق  وجود داشته باشد که

 نماید 

)13(                            * * *( , , )I
i

T
i i i i i i N

V Q J r u u    

  آنگاه رابطه زیر برقرار می باشد

)14(               

0

*
0 0 0

*

( ( ( ) ( ))

( ( ) ( )) ( ) ( )

( ) )

I
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I
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T
i ij i i j j i

j N
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T
ij j j j i i i
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J e f x f x e

f x f x d e g x u

e g x u J Q J
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  

   





   

) 10ک بهینه (با به کارگیري سیاستهاي کنترلی فیدب - 2اثبات لم 

)، تابع هزینه محلی توزیع شده 4در سیستم غیرخطی (

* *( , , )I
i

i i i N
V u u ) تشکیل یک تابع لیاپانوف می دهد. آنگاه 5در ،(

) و مشتق گرفتن از تابع هزینه محلی توزیع 8با استفاده از تابع هامیلتونین (

*شده  *( , , )I
i

i i i N
V u u  نسبت بهt1، براي,...,i N داریم ،  

)15(    

* *

*
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* * *
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  ) را به صورت زیر بازنویسی کرد15)، می توان (13با استفاده از (

)16(

0 0 0

* *
0

* * 1 * * *

* * 1 * *

( ( ) ( )) ( ( ) ( ))
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T
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Q J


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
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  
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   
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  




  

Tدر نهایت، با ضرب 
iJ  ) به دست 14)، (16به هر دو طرف (

  می آید که اثبات را کامل می نماید.

  
1 Continuously differentiable radially unbounded 

حل برخط بازي هاي گرافی دیفرانسیلی  - 2

سیستم هاي چندعاملی غیرخطی با استفاده از 

  شبکه- برنامه ریزي پویاي تقریبی تک

، ]41[و نتیجه ] 40-39[بر اساس قضیه تقریب مرتبه بالاي وایرشتراس 

)مجموعه هاي پایه مستقل کامل ) : iKn
i i      براي

1,...,i N (0) وجود دارند به طوري که 0i ، 

(0) 0i   آنگاه حل ،( )i iV    و گرادیان آن به طور یکنواخت

تخمین زده می شوند. بنابراین می توان در نظر گرفت که 

iKوزن
iW    شبکه هاي عصبی نقاد وجود دارند به طوري که

)توابع هزینه )i iV    1براي,...,i N   به صورت زیر تقریب زده

  می شوند

)17(                   ( ) ( ) ( )T
i i i i i i i iV V W         

)که  ) : iKn
i i    لیت شبکه هاي عصبی توابع فعا

)و iتعداد نرون ها در لایه مخفی عامل iKنقاد، )i i    خطاي

i,...,1تقریب شبکه هاي عصبی براي N  می باشند. همانگونه که

)ی نقاد پیش تر گفته شد، توابع فعالیت شبکه عصب )i i   طوري

انتخاب می شوند که مجموعه هاي پایه مستقل کامل را طوري فراهم 

)آورند که  , , )I
i

i i i N
V u u 1و گرادیان آنها براي,...,i N    

)18                             (              T
i i i iV W       

که 
i i i    � و

i i i    � ، به طور

یکنواخت تخمین زده می شوند. بنابراین هنگامی که تعداد نرون هاي لایه 

iKمخفی   1، خطاي تقریب براي,...,i N   به صورت

)یکنواخت  ) 0i i   ، ( ) 0i i    ]40[.  

)، می توانیم سیاست هاي بهینه 11) و (10) در (18با جاگذاري (

) را به ترتیب زیر 11جاکوبی کوپل شده (- ) و معادلات هامیلتون10(

  بازنویسی کنیم
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با به کار گیري الگوریتم گرادیان نزولی نرمالایز شده، از جملات 

) استفاده 27) براي حداقل کردن خطاي باقی مانده مربعی (28ابتدایی (

می شود و از باقی جملات، براي تضمین پایداري سیستم حلقه بسته در 

  اي بهینه شبکه هاي عصبی نقاد استفاده می شود. زمان یادگیري وزن ه
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0i    به این معناست که حداقل دینامیک خطاي ردیابی محلی

یکی از این بازیکنان ناپایدار شده است. به این ترتیب با استفاده از 

اولیه قابل قبول )، نیاز به سیاست کنترلی 31) و (30اپراتورهاي سوئیچ (

احتیاج است، برطرف می شود. توجه  ]35[و  ]23[براي هر عامل که در 

) فعال می 31) و (30شود که جملاتی که به وسیله اپراتورهاي سوئیچ (

  شوند، طبق شرایط کافی لیاپانوف براي پایداري انتخاب شده اند. 

به منظور حداقل کردن خطاهاي باقی مانده مربعی  - 2ملاحظه 

باشند.  1) به اندازه کافی تحریک پایا4)، نیاز است تا حالتهاي سیستم (27(

در نتیجه براي برآورده کردن شرط تحریک پایا، یک نویز تحریک به 
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ˆ
i i iW W W    تعریف می شود. 

  تحلیل پایداري - 3

در این قسمت، پایداري بازي گرافی دیفرانسیلی با قوانین تنظیم وزن 
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  

   
   

  

  
   . گراف ارتباطی1 شکل

)براي توابع هزینه عامل ها داریم  ) ,T
i i i iQ    

10,iiR  ،1,( , )I
ij iR i j j N   5,...,1برايi   .

1iعصبی نقاد عامل ها داریم  براي شبکه هاي    براي

1,...,5i   و ماتریس هاي طراحی برابر با

2 11 12 13 14 15[ , , , , ]iF F F F F F  
1 50.1 ,iF I   براي

1,...,5i   و پارامتر هاي طراحی
1 20.7, 10,   

3 4 510, 0.46, 12      انتخاب شده اند. توابع فعالیت

  هر یک از عامل ها به صورت زیر در نظر گرفته شده اند:

)52(            

2 2 3 2 2
1 1 2 2 1 1 2 1 2

3 4 3 2 2 3 4
2 1 1 2 1 2 1 2 2

[ , , , , ,

, , , , , , ]

i i i i i i i i i i

i i i i i i i i i

         

        


   

براي نشان دادن عدم نیاز به سیاست هاي کنترلی اولیه پایدارساز در 

هاي عصبی نقاد برابر با الگوریتم پیشنهادي، همه وزن هاي اولیه شبکه 

ثانیه ابتدایی شبیه سازي، یک نویز نمایی  50صفر انتخاب می شوند. در 

کاهشی براي تضمین شرط تحریک پایا به ورودي هاي کنترلی اضافه 

) هر عامل 3همگرایی خطاي ردیابی محلی ( 3و  2شده است. شکل هاي 
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به صفر، به صفر را نشان می دهد. همگرایی کلیه خطاهاي ردیابی 

  همگرایی حالت هاي عامل ها به رهبر را نشان می دهد.

  
  3، 1،2. همگرایی خطاي ردیابی محلی عامل هاي 2 شکل

 

   5و  4همگرایی خطاي ردیابی محلی عامل هاي .  3 شکل

همگرایی وزن هاي شبکه هاي عصبی نقاد عامل ها  5و  4شکل هاي 

ن ذکر است، همانطور که از را به وزن هاي زیر بهینه نشان می دهد. شایا

دیده می شود، همه وزن هاي اولیه شبکه هاي عصبی  5و  4شکل هاي 

نقاد برابر با صفر انتخاب شده اند، که عدم نیاز به سیاست هاي کنترلی 

  اولیه پایدارساز در الگوریتم پیشنهادي را نشان می دهد.

 

  3، 2، 1ل هاي اي عصبی نقاد براي عامهمگرایی وزن هاي شبکه ه.  4 کلش

  
  5و  4.  همگرایی وزن هاي شبکه هاي عصبی نقاد براي عامل هاي 5شکل 

، نشان دهنده 6صفحه فاز سه بعدي نمایش داده شده در شکل 

 6همگرایی حالت همه عامل ها به حالت رهبر است. همانطور که از شکل 

یتا با دیده می شود، حالت هاي تمامی عامل ها با شرایط اولیه متفاوت نها

همگرایی وزن هاي شبکه عصبی نقاد به وزن هاي زیر بهینه، به حالت 

هاي رهبر همگرا شده و در نتیجه خطاي ردیابی محلی تمامی عامل ها به 

  صفر همگرا می شود.

  
  . صفحه فاز همگرایی حالت عامل ها به حالت رهبر6شکل 

فظ نتایج شبیه سازي نشان می دهد که الگوریتم پیشنهادي ضمن ح

پایداري حلقه بسته تمامی عامل ها، به حل نش تقریبی بازي گرافی 

  دیفرانسیلی مذکور همگرا شده است.

همانطور که پیشتر ادعا شد، الگوریتم پیشنهادي در این مقاله بار 

دارد. براي توجیه این ادعا،  ]35[محاسباتی کمتري در مقایسه با روش 

پیشنهادي در این مقاله به سیستم  و الگوریتم ]35[الگوریتم پیشنهادي در 

 1) با گراف ارتباطی نشان داده شده در شکل 50(- )48چند عاملی (

اعمال می شوند. شرایط اولیه حالت ها ي بازیکنان بصورت یکسان 

انتخاب می شوند. توابع فعالیت شبکه عصبی نقاد هر یک از عامل ها 

توابع  ]35[دي در ) انتخاب می گردند. در الگوریتم پیشنها52بصورت (

Actorفعالیت شبکه عصبی عملگر بصورت 
i i     براي

1,...,5i    ،انتخاب می شوند. در هر دو روش ها

( ) T
i i i iQ    ،10iiR  ،1ijR  ،( , )I

ii j j N  

5i,...,1براي   بهره هاي تنظیم  ]35[. در الگوریتم پیشنهادي در

همگی برابر با یک انتخاب می شوند. در الگوریتم پیشنهادي در این 

1iمقاله،     5,...,1برايi    و ماتریس هاي طراحی برابر با

2 11 12 13 14 15[ , , , , ]iF F F F F F  
1 50.1 ,iF I   براي

1,...,5i    و پارامتر هاي طراحی
1 0.7  ،

2 10  ، 

3 10   ،
4 0.46  ،

5 12   .انتخاب شده اند  

  براي مقایسه عملکرد ها، توابع ارزیابی بشکل زیر تعریف می شوند.

)53(                    1

ˆ( ) { ( ) ( )

ˆ ( ) }

S

i

N

i ii i
i

ij j
j N

P i K R u K

R u K






 






   

5i,...,1براي    که ،SN   .تعداد نمونه ها است  
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مقایسه بین روش پیشنهادي در این مقاله و روش  - 1جدول 

 ]35[یشنهادي در پ

 ]35[ روش  روش پیشنهادي 

(1)P  476,16  561,58  

(2)P  
771,44  852,74  

(3)P  
805,84  891,54  

(4)P  
509,72  512,70  

(5)P  
483,86  506,46  

  16,35  14,72  ثانیه)زمان(

  

، مقایسه اي بین روش پیشنهادي در این مقاله و روش 1جدول 

) و مقدار زمانی که هر 53را با توجه به توابع ارزیابی ( ]35[پیشنهادي در 

یک از این روش ها طول می کشند، ارایه می نماید. همانطور که از 

این مقاله  دیده می شود، در شرایط یکسان، روش پیشنهادي در 1جدول 

شبکه عصبی در روش  10شبکه عصبی در مقابل  5به دلیل این که فقط از 

استفاده می نماید، داراي بار محاسباتی کمتر بوده و  ]35[پیشنهادي در 

  سریعتر می باشد.

 نتیجه گیري - 5

در این مقاله، الگوریتم یادگیري بر خط براي حل تقریبی بازي هاي 

غیرخطی با استفاده از برنامه ریزي پویاي  گرافی دیفرانسیلی زمان پیوسته

شبکه براي هر یک از عامل ها، پیشنهاد داده شده است. -تقریبی تک

قوانین تنظیم وزن جدید براي تضمین پایداري حلقه بسته و همگرایی به 

سیاست هاي نش بازي بدون نیاز به سیاست هاي اولیه پایدارساز براي 

شده است. تئوري لیاپانوف براي اثبات شبکه هاي عصبی نقاد توسعه داده 

پایداري سیستم حلقه بسته به کار گرفته شده است. در نهایت نتایج شبیه 

 سازي موثر بودن الگوریتم پیشنهادي را نشان داده است.
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