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 (10/11/1395، تاريخ پذيرش مقاله 8/9/1395)تاريخ دريافت مقاله 

 گيری دارای يز اندازهدر اين مقاله يک فيلتر کالمن غيرخطی برای سيستمهای مرتبه کسری غيرخطی تصادفی زمانيكه نو: چکیده

، غالبا بصورت نويز گوسی جمع 2گيری، برای مسائل رديابی اهداف گردد. مدلسازی نويز سيستم و اندازه ارائه می 1توزيع استيودنت تی

 ديگر مدلسازی به عبارت .باشد مقاوم نمی 3های با مقادير دورافتاده اما مدلسازی نويز با توزيع گوسی نسبت به داده .است  شونده انجام شده

باشد.  کمتری می 4ی زياد، دارای قوام در مقايسه با توزيع استيودنت تی نسبت به نويزهايی با مقادير دورافتاده سيستم با توزيع گوسی نويز

ا با توزيع ی زيادی هستند قرار گيرد، مدلسازی اين نوع نويزه يعنی اگر سيستم رديابی، تحت تاثير نويزهايی که دارای مقادير دورافتاده

ممكن است منجر به خطای رديابی بزرگ و يا واگرايی فيلتر در مسايل تخمين و رديابی حالت گردد. در اين مقاله در ابتدا،  گوسی

پس از آن با مقايسه عملكرد دو توزيع گوسی و استيودنت تی در مدلسازی  .گردد تعريف می 5سيستمهای مرتبه کسری غيرخطی تصادفی

گيری استيودنت تی با استفاده  مقادير دورافتاده، به طراحی فيلتر کالمن غيرخطی برای سيستمهای مرتبه کسری با نويز اندازهنويزهای دارای 

سازی آنها، عملكرد فيلتر طراحی شده در اين  ی دو مثال و نتايج شبيه شود. نهايتاً با ارائه پرداخته می 6تغييراتی ناز روش حل استنباط بيزي

سازی، عملكرد  فيلتر کالمن توسعه يافته مرتبه کسری در حضور نويزهای گوسی و استيودنت تی مقايسه گرديده که نتايج شبيه مقاله با يک

  دهد. مناسب فيلتر طراحی شده را در تخمين متغيرهای حالت سيستمهای مرتبه کسری غيرخطی تصادفی نشان می

  تغييراتی. ناستنباط بيزي، تخمينگر حالتتوزيع استيودنت تی، تصادفی،  سيستمهای مرتبه کسری غيرخطیکلمات کلیدی: 

Nonlinear Kalman Filter Design for the Fractional Order Nonlinear                   

Stochastic Systems with Student’s t measurement Noise 

Hamed Torabi, Naser Pariz, Ali Karimpour 
 

Abstract: This paper presents a fractional order Kalman filter for the stochastic nonlinear 

fractional order systems where the measurement noise is assumed to have Student’s t distribution. 

Modeling of the system and measurement noises in the state space representation, for target tracking 

problems, often carried out by additive Gaussian noise, but Gaussian distribution is not enough 

robust to the outliers, in the other words, Gaussian distribution has much less robustness against 

 
1 Student’s t 
2 Target tracking 
3 Outliers 
4 Robustness 
5 Fractional order systems 
6 Variational Bayesian inference 
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outliers than Student's t distribution, so if the tracking system affected by noises that have outliers, 

modeling of theses noises by the Gaussian distribution, may cause large estimation error or 

divergence of filter in the filtering and estimation problems. In this paper, after defining the 

stochastic fractional order systems, by comparing the performance of two Student’s t and Gaussian 

distributions in the modeling of noises that have outliers, try to design a nonlinear Kalman filter for 

fractional order systems using variational Bayesian inference method. Finally by comparing the 

simulation results of proposed filter in this paper and a fractional extended Kalman filer in the 

presence of Gaussian and Student’s t noises, the effectiveness of the proposed filter in estimation of 

states of the fractional order systems is demonestrated. 

 

Keywords: Fractional order nonlinear systems, Student’s t distribution, State estimation and 

Kalman filtering, Variational Bayesian inference 
. 

 

 مقدمه -1

سازی مدلبه منظور  1یکسر حسابانموجود در ی  امكانات نهفته امروزه از

  ارائه مدلهای شبه فضای حالتی مرتبه کسری،های فيزيكی،  پديده تر دقيق

های  تخمينگرهای حالت و همچنين طراحی کنترل کنندهبهبود کارايی 

 هايی نمونهشود. موارد ذکر شده،  ی فراوان برده می مرتبه کسری استفاده

 باشد. اين مبحث رياضياتی میدلايل توجه روزافزون محققين به از 

نكه پارامترهای بيشتری نسبت به آبه دليل  2مرتبه کسری های سيستم

دارند از تنوع رفتاری و )سيستمهای معمولی(  های مرتبه صحيح سيستم

محاسبات مرتبه کسری  ، در واقعديناميكی بالاتری برخوردار هستند

گذشته  ی در دههکه  باشد لت تعميم يافته محاسبات مرتبه صحيح میحا

از سيستمهای فيزيكی موجود  ی. امروزه بسياراست ه توجه روز افزونی يافت

کنترل يا با معادلات ديفرانسيلی مرتبه کسری مدلسازی و  خوبی به 

 باشند، به طور خاص سيستمهايی که دارای حافظه دراز مدت می .اند شده

ی  سيستمهايی که حالت فعلی آن به مقادير حالت در چندين لحظه يعنی

مرتبه کسری، بهتر از مرتبه صحيح  سيستمهایبا  قبل وابسته است،

انتقال حرارت و انتشار  هایبعنوان مثال، سيستم، [1] شوند میسازی مدل

مغناطيسی های الكتروپروسه  ،[3] ، خطوط انتقال انرژی الكتريكی[2] جرم

دقت  بامرتبه کسری  سيستمهایالكتريک توسط و پلاريزاسيون دی [4]

 3سيستمهای ديناميكی به دو دسته مرتبه صحيح اند. شده سازیمدلبالاتری 

)سيستمهای متداول مرتبه معمولی( و سيستمهای مرتبه کسری قابل 

باشند، از طرفی سيستمهای مرتبه کسری نيز خود به دو  بندی می تقسيم

 
1 Fractional calculus 
2 Fractional order 
3 Integer order 

گردند.  و غير تناسبی افراز می 4ی سيستمهای مرتبه کسری تناسبی دسته

 دانيم معادله يک سيستم مرتبه کسری به صورت زير ارائه می شود. می
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سيگنال خروجی سيستم است.  yسيگنال ورودی به سيستم و  uکه

باشد.   تواند هر عدد حقيقی  می مرتبه کسری که و  همچنين 

k,سيستم بصورت   اگر مرتبه k k   ( باشدk  عدد

نامند و چنانچه  صحيح( سيستم را مرتبه کسری تناسبی می  

نامند در غير اينصورت  می  5ستم را مرتبه کسری تناسبی گوياباشد سي

 نامند.  می 6سيستم مرتبه کسری تناسبی غيرگويا

 

 تعریف مشتق و انتگرال مرتبه کسری 1-1

aاپراتور  tD  مرتبه کسری  7انتگرالی -نمايشگر اپراتور ديفرانسيلی

0باشد اگر  می  تفاضلی( بوده و  یاپراتور مرتبه کسری مشتق(

0چنانچه   باشد  می یی اپراتور مرتبه کسری انتگرال نشان دهنده

 وان نوشت:ت بنابراين می. [5]
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4 Commensurate 
5 Rational 
6 Irrational 
7 Integro-differential operator 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
95

.1
0.

4.
4.

0 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
2-

07
 ]

 

                             2 / 14

https://dor.isc.ac/dor/20.1001.1.20088345.1395.10.4.4.0
http://joc.kntu.ac.ir/article-1-393-fa.html


 گيری با توزيع استيودنت تی ازهمرتبه کسری تصادفی غيرخطی همراه با نويز اند طراحی فيلترکالمن غيرخطی برای سيستمهای

 پور علی کريم ،سيد حامد ترابی، ناصر پريز

57 
 

 

Journal of Control, Vol. 10, No. 4, Winter 2017  1395، زمستان 4، شماره 10مجله کنترل، جلد 

 

 

برای مشتق و انتگرال مرتبه کسری در مراجع مختلف  سه تعريف متفاوت 

 که عبارتند از: [6]ارائه شده است 

 1ليوويل -ريمانتعريف  -الف
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و تابع  است مرتبه مشتق مرتبه کسری عدد صحيح و يک  nکه 

 ما برابر است با:       گا

1

0

( ) m tm t e dt



    

 يک عدد صحيح باشد آنگاه تابع گاما برابر است با m چنانچه

( ) ( 1)!m m   .که همان تابع فاکتوريل خواهد بود 

 

 2ليتنيكوف -گرانوالدتعريف  -ب
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 عدد حقيقی مثبت است. يک  که 

  3کاپوتوتعريف  -ج
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 (5           )  

شتقگير م بلوک اول انتگرالگير و بلوک دوم  در مشتق ريمان ليوويل،

 به صحيح انجام گرفتهاما در تعريف کاپوتو، ابتدا مشتق گيری با مرت  است،

در اين مقاله از شود.  گرفته می و سپس انتگرال کسری بين صفر و يک

شود. مساله تخمين حالت و  استفاده می ليتنيكوف -گرانوالدتعريف 

ارائه  [7]طراحی فيلتر برای سيستمهای مرتبه کسری اولين بار در مرجع 

 
1 Riemann–Liouville 
2 Grunwald-Letnikov 
3 Caputo 

گرديد. در اين مرجع به طراحی فيلتر کالمن مرتبه کسری برای 

تمهای خطی و غيرخطی مرتبه کسری پرداخته شده است. سپس در سسي

 به مساله فيلترينگ و هموارسازی 4ز روش بردار الحاقیبا استفاده ا [8]
است و نتايج   حالت برای اين سيستمها در حضور نويز سفيد پرداخته شده

تخمين حالت در حضور  [9]است، در   حالت را بهبود بخشيده تخمين

به مساله طراحی  [10]است. در مرجع   نويز رنگی مرتبه کسری ارائه شده

باشند  گيری وابسته بهم می تخمينگر زمانيكه نويز سيستم و نويز اندازه

مساله طراحی تخمينگر در سيستمهای مرتبه  [11]پرداخته شده است. در 

کسری گسسته در حضور نويز گوسی به روش تصويرسازی متعامد انجام 

طراحی فيلتر کالمن مرتبه کسری برای   [12]  شده است. در مرجع

تاخير ارائه شده دارای گيری  سيستمهای مرتبه کسری با سيگنال اندازه

بينی  تاخير در مساله فيلترينگ را به مساله پيش گام d است در اين مساله

d بينی حالت برای سيستم مرتبه  گام به جلو تبديل شده و مساله پيش

صورت جامع به بررسی تخمينگرها و   به ]22[کسری حل شده است. در 

غيرخطی و آشوبی و همچنين  يلترهای مختلف در ديناميكهای خطی،ف

کارهای اوليه در  از طرفی های صنعتی پرداخته شده است. پروسه

خصوص نويزهای غيرگوسی با استفاده از روش جمع گوسی و يا ترکيب 

وشهای گوسی تابع چگالی پسين غيرگوسی بوده است اشكال اين ر

تقريب که بسيار هم متداول است آن است که فقط در مسايل يک بعدی 

با استفاده از روشهای حل  [14].  هايكين در [13]قابل استفاده است 

يلتری برای مدلهای غيرخطی و نويز گوسی ارائه کرده است عددی، ف

هرچند فيلتر طراحی شده برای ساير توزيعها کاربردی هست اما مستقيما 

با استفاده از ترکيب  [15] ارائه نشده است، در تیحلی برای توزيع   راه

پرداخته  تیشكل، به تقريب تابع چگالی اصلی با توزيع  تیچندين توزيع 

يک روش تقريبی است. طراحی فيلتر حالت  ،است که روش حلشده 

های نويزی دورافتاده  برای سيستمهای مرتبه صحيح خطی در حضور داده

سازی يعنی تنظيم  با استفاده از يک روش بهينه [16]در 
1
l انجام شده 

است که اين   فرض شده 5است در اين مرجع نويز پروسه خوش رفتار 

به راحتی  7با مانور بالا 6های نظامی مانند رديابی اهداف فرض در پروژه

با استفاده از يک روش محاسباتی ابتكاری به   [17]گردد. در  نقض می

در اين مقاله با  است.   شده  پرداخته تیحل انتگرالهای بيزين با توزيع 

به حل مساله تخمين  [18] 8تغييراتی ناستفاده از روش حل استنباط بيزي

حالت و طراحی تخمينگر مقاوم برای سيستمهای غيرخطی مرتبه کسری 

 پرداخته شده استيودنت تیگيری با توزيع  تصادفی در حضور نويز اندازه

مدل فضای حالت  دوم مقاله،است. برای اين منظور ابتدا در بخش  

گردد. سپس توزيع  سيستمهای غيرخطی مرتبه کسری تصادفی ارائه می

برای  تیکارايی و قدرت توزيع تی مقايسه کرده،  گوسی را با توزيع 

 
4 Augmented vector 
5 Well behaved 
6 Target tracking 
7 High maneuver 
8 Variational Bayesian inference 
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را ی زياد(  )نويزهايی با مقادير دورافتاده 1دار مدل کردن نويزهای دنباله

 تغييراتی توضيح داده ندهيم، پس از آن الگوريتم استنباط بيزي نمايش می

توزيع از روی يک سری پارامترهای  شود و کاربرد آن در تخمين می 

تخمينگر مقاوم  چهارم مقاله، بخش گردد. در های نويزدار تشريح می داده

مرتبه کسری برای سيستمهای مرتبه کسری غيرخطی تصادفی در حضور 

کارايی و قدرت  ،دو مثال ی ارائهبا  نهايتاً .گردد ارائه می دار نويزهای دنباله

يافته مرتبه کسری مقايسه و نتايج  فيلتر طراحی شده با فيلتر کالمن توسعه

 .شود سازی نشان داده می شبيه

 های مرتبه کسری مدلسازی سیستم -2

مدل فضای حالت گسسته زمان غيرخطی مرتبه کسری با معادلات 

 . [7] شود ارائه می (6)
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غيرخطی از متغيرهای حالت و ورودی  یتوابع hو  fکه 

 است  با:  برابر jد و مرتبه کسری نباش می
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Rکه   با  است مرتبه کسری برابر 1, , N  ، 

N  ،تعداد معادلات سيستمkx حالت،  بردارky  ،بردار خروجی

ku  ،بردار ورودیk   نويز سيستم  وkv  نويز اندازه گيری

 باشد که مستقل از يكديگر هستند. می

های مرتبه کسری  برای تخمين حالت در سيستم( 8و ) (7)دو شرط 

 .شود در نظر گرفته می

 

 
1 Heavy tailed 

(7)     1 1 1| |

1 ( 1)

k j k k j k jE x Z E x Z

j k

     

 
 

که 0 1 0 1, ,..., , , ,...,k k kZ y y y u u u های  ان دادههم

 .باشد می kگيری شده تا لحظه  اندازه 1 |k j kE x Z   به معنای

 kتا لحظه   گيری های اندازه که داده زمانی k-j+1 تخمين حالت در لحظه

 که حالی در شود. گفته می 2فراهم باشد که اصطلاحا به آن  هموارسازی

 1 1|k j k jE x Z    حالت در لحظه  معنای تخمين  بهk-j+1 

فراهم باشد که اصطلاحا  k-j+1 گيری تا لحظه های اندازه که داده  زمانی

گويد تخمين حالت در  اين شرط میدر واقع شود.  ناميده می 3فيلترينگ

فراهم باشد   kگيری تا لحظه  های اندازه که داده وقتی ،  k-j+1 ی  لحظه

   k-j+1ی گيری تا لحظه دازههای ان وقتی داده با تخمين در همين لحظه

ها از  از مقداری از داده ،به عبارت ديگر .باشد فراهم است تقريبا برابر می

 در تخمين صرف نظر شده است.  kتا لحظه   k-j+1 ی لحظه

(8)  
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 وجود ندارد.  بين لحظات فعلی و گذشته 4اين شرط يعنی وابستگی

 

، الگوریتم  5لیبلر -ه معیار کولبکمفاهیم اولی  -3

  استیودنت تیتی و توزیع اتغییر ناستنباط بیزی

ليبلر و دليل استفاده -در اين بخش از مقاله به توضيح کامل معيار کولبک

يع تی و همچنين زتو از آن، توضيح تفسيری استنباط بيزين تغييراتی و

 شود. مقايسه توزيع تی با توزيع گوسی پرداخته می

 KL لیبلر -معیار واگرایی کولبک  3-1

)اگر  )p x و ( )q x  دو تابع چگالی با توزيع مختلف باشند، اصل

 گردد. ليبلر به صورت زير تعريف می -کولبک

 ( )
( || ) ( ) ln

( )

q x
KL p q p x dx

p x
  (9   )  

 است: زير دو خاصيتاين معيار دارای 

1- ( || ) ( || )KL p q KL q p  يعنی خاصيت

 تقارنی ندارد.   

 
2 Smoothing 
3 Filtering 
4 Correlation 
5 Kullback-Leibler divergence 
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2- ( || ) 0KL p q   و تساوی  فقط به ازای

( ) ( )p x q x دهد. روی می  

)از تابع چگالی نامشخص nxهای  اگر داده )p x  توليد شده باشند

چنانچه بخواهيم اين توزيع را با استفاده از يک توزيع پارامتريک 

( | )q x  های  و دادهnx خمينتقريب بزنيم، يک راه حل برای ت 

  تابع چگالی بدست آوردن و در نتيجه( | )q x سازی  نيمم ، می

)ليبلر بين دو توزيع -اصل واگرايی کولبک )p x  و( | )q x   با

برای توزيع  به عنوان مثال پارامتر  باشد. ) می  توجه به پارامتر

باشد( اگر يک مجموعه گوسی پارامترهای متوسط و واريانس توزيع می 

)متناهی نقاط داده از تابع چگالی  )p x  به صورتnx  و به ازای

1,...,n N د، اميد رياضی نبه صورت تصادفی توليد شده باش

)غيرخطی  تابع  )f x   ل محاسبه استقاببه صورت رابطه زير: 

 

(10)   
1

1
( ) ( )

N
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n

E f x f x
N 

  

ليبلر خواهيم -با توجه به رابطه فوق و همچنين اصل واگرايی کولبک

 داشت:
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است و ترم اول منفی تابع لگاريتمی  ( ترم دوم مستقل از 11در رابطه )

سازی اصل واگرايی  توان گفت مينيمم شد بنابراين میبا نمايی می درست

 باشد. نمايی می ليبلر معادل ماگزيمم سازی تابع درست-کولبک

 

   و استنباط بیزین تغییراتی  1حساب تغییرات 3-2

 

مستقيما بوسيله  اتوان تابع چگالی پسين ر تغييراتی، می ندر روش بيزي

ددی، تخمين زد و برای برداری و حل ع گيری به جای نمونه انتگرال

از  nxهای تصادفی  مسايل چند بعدی هم قابل استفاده است. اگر داده

) مشخصيک توزيع نا )p x ندر دسترس باشد، الگوريتم بيزي 

  ليبلر،  تابع چگالی پارامتريک-تغييراتی با استفاده از اصل کولبک

( | )p x   کند:  محاسبه میاينگونه را 
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)ليبلر بين  -که ترم اول واگرايی کالبک )q x  و( )p x  و ترم دوم

)يعنی  , )F q x سازی  شود. مينيم اميده مین 2انرژی آزاد

( || )KL q p سازی  معادل ماگزيمم( , )F q x باشد، ترم  می

( , )F q x توان نوشت: را بصورت زير می 
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lnکه ترم  ( , )
q

p x   چگالی توام واميد رياضی تابع لگاريتم 

( )q  تابع چگالی پارامتر   است. اگر

پارامتر 1 2, ,..., n     ،باشد با فرض مستقل بودن پارامترها

 توان داشت: می
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 ( خواهيم داشت:13( در )14با جايگذاری رابطه )
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که 
\

i

j

q  به معنی حاصلضرب همه عوامل تابع چگالی  به جز

پارامتر ثابت است. مطابق محاسبات فوق رابطه زير  cام است و jعامل

   آيد: بدست می
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|| exp ln ( , )j q j

F q x

KL q p x c



   
 (15           )  

\اگر تابع چگالی  \( )j jq q   در نظر گرفته شود تقريب مشخص

)پسين  )j jq q   که( , )F x  سازد توسط  را ماگزيمم می

 آيد: رابطه زير بدست می
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 :ه لگاريتم پاسخ برابر است بانتيج در 
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)يعنی  jکه جمله اول در سمت راست رابطه تابعی از  )jI  

 .شود انجام می زيرتغييراتی بصورت  نبنابراين استنباط بيزي باشد. می

)های  همه تابع چگالی -الف )iq  1را با مقادير اوليه 

   مقداردهی کنيد. 

با ايجاد يک حلقه تكراری، بعد از محاسبه هر يک از  - ب

)عاملهای  )iq  ( 16و با جايگذاری آن عامل در )

عامل ديگری را بدست آورده و حلقه را تا رسيدن 

 همگرايی ادامه دهيد.

) همگرايی تضمين شده است زيرا - ج , )F x   نسبت

)به هريک از عوامل  )iq  است. 2محدب 

 

 وزیع استیودنت تیت 3-3

 

دارای توزيع گاما  به صورت  xمتغير تصادفی  ,Gam   

پارامتر  باشد که  می و  باشد. اين توزيع دارای دو پارامتر  می

پارامتر نرخ ناميده شده که دارای تابع چگالی به صورت زير  قالب و 

 باشد: می
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ت که در رابطه فوق توزيع فوق تابع گاما به صور

  1

0

t zz e t dt


    باشد. متوسط و واريانس متغير  میx 

با توزيع  ,Gam    برابر با E x



  و

 
2

var x



 باشد. حال اگر  میdy R  يک بردار با

,0)بصورت  ا متوسط صفر و کواريانس توزيع گوسی ب )N   و

0   يک متغير تصادفی با توزيع گاما بصورت( , )
2 2

Gam
 

 

که با رابطه  xباشد آنگاه متغير تصادفی
1

2x y 


  

)صورت   به تیشود، دارای توزيع  توصيف می , , )St   باشد  می

 باشد می و درجه آزادی  متوسط توزيع و ماتريس دقت  که 

[19] . 
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1 Prior distribution 
2 Convex 
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)بنابراين )p x  باشد زير می دارای تابع چگالی به صورتتی با توزيع. 
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2که  1( ) ( )Tx x       می باشد. متوسط و

 :عبارت است ازتی  با توزيع  xواريانس متغير 

 

[ ] , var[ ]
2

E x x




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کند توزيع به سمت بينهايت ميل   1اگر درجه آزادی

( , , )st    1به توزيع گوسی بصورت( , )N    ميل

1کند. به ازای  می   توزيع( , , )st    به توزيع کشی تبديل

با جمع بينهايت تعداد توزيع گوسی که تی  توزيع  گردد، در واقع  می

 .شود باشند توليد می گين يكسان اما با واريانس های مختلف میدارای ميان

گردد که  اين موضوع بصورت ترکيب بينهايت توزيع گوسی بيان می

از  2تر کشيده ای نتيجه توزيعی است مشابه توزيع گوسی ولی با دنباله

باشد. اين خاصيت منجر به افزودن خاصيت  می 1گوسی مطابق شكل 

نسبت به تی که توزيع  است   شود که به معنی آن می به توزيع 3مقاوم بودن

حساسيت کمتری دارد.  4های دور افتاده توزيع گوسی به مقادير و يا داده

به ازای درجه آزادی  تینشان دهنده توزيع  Iالف نمودار -1در شكل 

دهد که دارای بيشترين  بی نهايت بوده که همان توزيع گوسی را نشان می

)در شكل   IIIو  IIنمودارهای  .باشد عرض میارتفاع و کمترين 

 .دهد نشان می 1/0و  1ازای درجات آزادی  را به  تی الف( توزيع -1

  IIIو  IIهمانطور که در اين شكل مشخص است نمودارهای 

تر يا دارای  نسبت به توزيع گوسی( کشيدهتی )يعنی توزيع  Iنسبت به 

 دارای دنباله بزرگتر و تیتوزيع باشند. به عبارت ديگر  دنباله بزرگتری می

با استفاده  ب  -1دار مناسبتر است. در شكل  مدلسازی نويزهای دنباله برای

بكارگيری روش  ( وIII)نمودارهای ميله ای  از تعداد محدودی داده

در تی به مقايسه قدرت دو توزيع گوسی و  5ماگزيمم درستنمايی

 ی ها در بازه ب داده -1شكل  است. در  ها پرداخته شده مدلسازی اين داده

همانطور که از  .ی دورافتاده هم وجود ندارد قرار داشته و داده  [2,1-]

تی ب مشخص است هر دو توزيع  يعنی توزيع گوسی و توزيع  -1شكل 

کنند و  ها را مدل می خوبی و با دقت بالا داده  ( بهIIو  I)نمودار 

 
1 Degree of freedom 
2 Heavy Tail 
3 Robustness 
4 Outlier 
5 Maximum likelihood 

های دورافتاده نيز وجود  دهج که دا -1اما در شكل  .خطايی وجود ندارد

)نمودار  تی( نتوانسته برخلاف توزيع I) نمودار  دارند توزيع گوسی

IIدر برابر  تی دهد توزيع های اصلی را مدل کند. اين نشان می ( داده

باشد.  بنابراين در مسائل  تر از توزيع گوسی می های دورافتاده مقاوم داده

هايی که مواجه با نويزهايی با  و برای سيستم حالت تخمين و فيلترينگ

رسد مدلسازی نويز  باشند به نظر می پراکندگی بالا و مقادير دورافتاده می

تر بوده زيرا که حساسيت توزيع  جای توزيع گوسی مناسب به تیبا توزيع 

نسبت به نويزهای دورافتاده نسبت به توزيع گوسی کمتر است نتيجتا  تی

تر طراحی شده کمتر اتفاق گرايی فيلعمل رديابی و تخمين بهتر و وا

ها و نويز  بنابراين يكی از کاربردهای مهم مدلسازی عدم قطعيت .افتد می

به جای توزيع گوسی  در مبحث رديابی اهداف در  تی سيستم با توزيع 

های نظامی و تعقيب و رديابی اهداف با مانور بالا زمانيكه محيط  پروژه

توان از مساله  د که به عنوان مثال میباش دارای کلاتر زيادی است می

های ماهی به عنوان کلاتر و يا  رديابی زيردريايی دشمن، زمانيكه دسته

گردند نام برد. طبعا مدلسازی نويز اين  های دور افتاده قلمداد می داده

به جای   تیمحيط همراه با کلاتر بالا )دسته های متحرک ماهی( با توزيع 

بهتر هدف و عدم واگرايی فيلتر کمک شايانی توزيع گوسی به رديابی 

 کند. می

 

 
 توزيع تی به ازای مقادير مختلف درجه آزادی  -الف :1شكل 

 های بدون مقادير دورافتاده  مدلسازی با توزيع تی و گوسی داده -ب

 های با مقادير دورافتاده  مدلسازی توزيع تی و گوسی داده -ج

 

 مال و گاماتابع لگاریتمی توزیع های نر 3-4
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لگاريتم توزيهای گوسی تک بعدی و چند بعدی و همچنين توزيع گاما  

 شود. بيان می ( 19) هرابط بصورت
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 بیان مساله و طراحی فیلتر  -4
 

مدل فضای حالت غيرخطی گسسته زمان مرتبه کسری را همراه با نويز  

نظر در زير تی بصورت معادلات گيری  گوسی سيستم و نويز اندازه

 بگيريد.
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)که نويز سيستم گوسی با  , )k N   گيری  و نويز اندازه

) دارای توزيع تی با  , , )kv st   خواهيم با  باشد. می می

تم مبنای روش کالمن متغيرهای حالت سيس طراحی يک فيلتر جديد بر

های نويزی زمانيكه نويز  را از روی داده غيرخطی مرتبه کسری

 نگيری دارای توزيع تی است را با استفاده از روش حل بيزي اندازه

تغييراتی تخمين بزنيم. در واقع در فيلترينگ هدف بدست آوردن تخمين 

):1توزيع حالت  | )k kp x y 1های زمانی  در گام,...,k T 

 باشد. می

 

   

1

1 1 1

1

1

1

1

1

, 1

k
j

k k j k j

j

k
j

k k k j k j

j

x x x

f x u x

 

 



   





 



   

   





 

0kuبدون کاستن از عموميت مساله، ورودی را   گيريم.  در نظر می

بينی  طراحی فيلتر کالمن ، متوسط و کواريانس پيش 1در سيكل پيش بينی

 گردد. ( محاسبه می23( و )22به ترتيب با روابط )
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اند. ترم  ( روابط فوق بدست آمده8( و )7با استفاده از شروط )

 1 1( ) |k kE f x y   به روشهای مختلفی قابل محاسبه است

مرتبه  2اگر از روش بسط سری تيلور استفاده کنيم فيلتر کالمن توسعه يافته

و يا  3بوو اگر به روش عددی مانند تبديل بیآيد  کسری بدست می

 4مكعبی
بو و يا کالمن مكعبی بدست می آيد. استفاده شود فيلتر کالمن بی 

در اين مقاله از روش توسعه يافته يعنی بسط سری تيلور کوتاه شده به 

ترم . از طرفی بهره گرفته شده است( 22)صورت 

1[ | ]k j kE x y  توان  بنابراين می .آيد ( بدست می7) با استفاده از

  نوشت:
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( و ماتريس کواريانس 23خطای پيش بينی حالت مرتبه کسری با رابطه )

( 24( با رابطه )8خطای پيش بينی برای سيستم مرتبه کسری با توجه به )

 .گردد مشخص می

 
1 Prediction cycle 
2 Extended 
3 Unscented 
4 Cubature 
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تغييراتی استفاده  ناز روش استنباط بيزي 1رسانی برای سيكل به روز 

1k شود. اگر چگالی پسين گام قبلی يعنی می   بصورت

1: 1 | 1 | 1( | ) ( | , )k k k k k k kp x y N x m P    تقريب

را براساس  تیتوزيع  های نويزی با گيری شود و تابع چگالی اندازه  زده

 توان بصورت زير نوشت: ترکيب گوسی می
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متغير کمكی تصادفی با توزيع گاما بصورت  kکه 
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( | , )k k kp y x  د.باش می (26)تابع چگالی  توزيع گوسی با 
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ون بيز بصورت زير با استفاده از قان kو  kxتابع چگالی توام 

 گردد. محاسبه می
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(27) 

)با توجه به  | , )k k kp y x  ( تابع چگالی گ26در رابطه ،) اما

k  1و همچنين تابع چگالی: 1( | )k kp x y  بينی  که در گام پيش

( و مقداری محاسبات، چگالی 22فيلتر محاسبه شده است يعنی رابطه )

):1توام پسين  , | )k k kp x y ( بدست می28توسط رابطه ) .آيد 
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):1برای بدست آوردن تابع چگالی پسين  | )k kp x y  از تقريبی به

 توان بهره برد: صورت زير می

(29)  1:( , | ) ( ) ( )k k k k kp x y p x p 

 

مقاله توضيح داده شد با استفاده از الگوريتم  2-3همانطور که در بخش 

تقريب يان ليبلر م -سازی اصل واگرايی کولبک تغييراتی و با مينيم نبيزي

( و تابع چگالی توزيع پسين 29حاصلضرب توزيعها )

1:( , | )k k kp x yتوان محاسبات زير را طبق آنچه در  ،  می

 آورده شد، انجام داد: 2-3بخش 
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(30) 

ليبلر فوق با ثابت نگه داشتن  -سازی واگرايی کالبک حداقلبرای 

( )kp xتابع چگالی ،( )kp   را مطابق توضيحات و روابط  بخش

 .به صورت زير بدست آورد 3-2
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1: ( )

ln ( )

ln ( , | )

1
( 1) ln

2 2 2

k

k

k k k p x

k
k k k

p

p x y c

d
c





 
  

 


     

 

(31) 

 برابر است با: kکه 

 

 
( )

( )

1

1

( ( )) ( ( )

( ( )) ( ( ) .

p x k

p x k

T
k k k k k k

T
k k k k k

y h x R y h x

tr y h x y h x

 



  

   
 

و ترم 
( )

( ( )) ( ( )
p x k

T
k k k ky h x y h x   رياضی اميد

)ˆتابع غيرخطی با تابع چگالی  ) ( , , )k k k kp x N x x P 

دارای توزيع گاما بصورت  k .باشد می

( , )
2 2

k
k

d
Gam

  


 
بوده که مقدار  kبا متوسط  

 متوسط آن برابرست با:

[ ]

( )

k k

k k k

k

E

d
p d

 


  

 




 


(32          )           

ليبلر ولی اين -سازی واگرايی کولبک بصورت مشابه روند بالا و با مينيم

)بار با  ثابت نگه داشتن  )kp   تابع چگالی ،( )kp x  را به

 .توان محاسبه نمود می (33)صورت 

1: ( )

1

1
| 1 | 1 | 1

ln ( )

ln ( , | )

1
( ( )) ( ( ))

2

1
( ) ( )

2

k

k

k k k p

T
k k k k k k

T
k k k k k k k k

p x

p x y c

y h x y h x

x m P x m c




 


  

 

   

   

 

(33) 
 

اله تخمين حالت در گام به روز رسانی برای فيلتر ( معادل مس33رابطه )

گيری  کالمن غيرخطی و با ماتريس کواريانس اندازه
1

k

k
 باشد،  می

بنابراين روش بيزی تغييراتی با ايجاد يک حلقه تكراری با تعداد تكرار 

را بدين صورت تقريب  kو  kx، توزيع نهايی حالت  Nثابت 

 زند: می

)با ثابت فرض کردن تابع چگالی  )
k

p x تابع چگالی ،( )
k

p b  را از

( بدست آورده سپس با دانستن اين تابع چگالی،  تابع 31رابطه )

)چگالی )
k

p x (  33را طبق رابطه )  اين حلقه آورده بدستN  بار

 .شود تكرار می

 

 سازی نتایج شبیه -5

( در 37( با مشخصات نويز )36سيستم غيرخطی مرتبه کسری )  -1مثال  

نظر بگيريد. فيلترکالمن توسعه يافته مرتبه کسری طراحی شده در مرجع 

است.   سازی و اجرا شده نيز جهت مقايسه با فيلتر طراحی شده ما پياده [8]

تمام اطلاعات نويز يعنی  [8]در اجرای فيلتر کالمن توسعه يافته مرجع 

 ابتدااز  100Rو نويزهای دورافتاده با واريانس  Rنويز اصلی با واريانس 

  ..دنباش مشخص می

2

( 1)

25 ( )
0.5 ( ) 8cos(1.2 ) ( )

1 ( )

1
( ) ( ) ( )

20

x t

x t
x t t w t

x t

y t x t v t



  




  





 

(34       )

  

(0, )

(0, ), w.p. 0.9

(0,100 ), w.p. 0.1

k

k

w N Q

N R
v

N R





 (35                     )  

 

مرتبه کسری مدل فضای حالت سيستم مرتبه کسری غيرخطی  که 

باشد.  ی مقادير حقيقی بين صفر الی دو می باشد که دارای بازه تصافی می

دارای  kwنويز سيستم در نظر گرفته شده است.  5/0که در اينجا  

  بوده Qتوزيع گوسی با ميانگين صفر و ماتريس کواريانس

(0, )N Q گيری  درصد  نويز اندازه 90، اما( )v t   از توزيع

(0, )N R درصد از توزيع با کواريانس بشدت  10شود و  توليد می

0,100)يعنی 100Rافزايش يافته  )N R اين ده گردد توليد می ،

  3-3مطابق بخش . باشد های دورافتاده می دادهی  درصد نويز، مدل کننده

,0)نويز گوسی )N Q  0)با نويز, ,3)St Q  قابل تقريب است. با

قابليت فيلتر طراحی شده  ،گيری انتخاب اين نوع ساختار برای نويز اندازه

های دورافتاده آشكار  عدم قطعيت دادهدر رديابی حالت در حضور 

با  [8]ارائه شده در  توسعه يافته گردد. جهت مقايسه نتايج، فيلتر کالمن می

 شود و نتايج اين فيلتر میگيری اجرا  زهقادير نويز سيستم و انداهمين م

نتايج  شده کهمقايسه  ،با فيلتر طراحی شده در اين مقاله توسعه يافته

شده است. همچنين با استفاده از   نشان داده 3و  2سازی در شكلهای  شبيه

 2اجرای مونت کارلو 100 ه ازایرا ب 1( ريشه متوسط مربع خطا36رابطه )

 
1 Root mean square error (RMSE) 
2 Monte-Carlo runs 
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(N=100 )شده، محاسبه طراحی شده و کالمن توسعه يافته دو فيلتر برای 

 شده است.   نمايش داده 4که نتيجه در شكل 

 
2

1

1
ˆ( )

N

i i
k k

i

RMSE k x x
N 

  (36               )  

برای سيستم مرتبه کسری با مرتبه را طراحی شده عملكرد فيلتر  2 شكل

ه همانطوری ک .دهد نشان میمقادير دورافتاده  بای يدر حضور نويزها 5/0

فيلتر ارائه شده به خوبی و با دقت بسيار  در اين شكل قابل مشاهده است

 بالايی متغير حالت را تخمين زده و تاثير حضور مقادير دورافتاده را 

فيلتر کالمن توسعه يافته مرتبه پاسخ  3حذف نموده است. اما شكل 

های  در برابر دادهدهد که  را نشان می [8]کسری ارائه شده در مرجع 

  .باشد رگتری میزگيری دورافتاده دارای خطای تخمين ب اندازه

 
 فيلتر ارائه شده حالت با تخمين :2شكل 

 

 

 عه يافتهتخمين حالت با فيلتر کالمن توس :3 شكل

 

 100برای دو فيلتر به ازای  RMSEريشه متوسط مربع خطا  4در شكل 

 .است  شده  ( نمايش داده36اجرای مستقل مونت کارلو مطابق رابطه )

ی بزرگ برای فيلتر کالمن مرتبه کسری  نوسانات زياد همراه با دامنه

که چنانچه  باشد. نمايشگر خطای تخمين زياد در رديابی اهداف می

ر به جهای دورافتاده بيشتر گردد من ريانس و احتمال حضور اين دادهوا

عملكرد  4فيلتر کالمن توسعه يافته شده است. با توجه به شكل واگرايی 

  نشان کهبوده  مناسبهای دورافتاده بسيار  فيلتر طراحی شده برای داده

 .  های دورافتاده است در برابر دادهی مقاوم بودن اين فيلتر  دهنده

 
 ريشه متوسط مربع خطامقايسه  :4شكل 

 

در اين مثال قدرت و توانايی فيلتر طراحی شده برای رديابی  -2مثال 

اهداف مانوردار بررسی می گردد. در مسايل کنترل ترافيک هوايی، 

 هدف دارای دو نوع حرکت مستقيم يكنواخت و حرکت  مانوردار است

مدلسازی شده ( 37)ديناميک هدف با مدل دور مرتبه کسری  .[21, 20]

دار حالت برابر با است. بر , , , ,x yX x y v v   بوده که

موقعيت مكانی دو بعدی هدف با  ,x y  و سرعت آن با

 ,x yv v گردد و  مشخص می مدل  .نرخ چرخش هدف است

 ديناميكی هدف عبارت است از:
 

   

   

   

   

 

sin 1 cos
1 0 0

0 cos 0 sin 0

1 cos sin
0 1 0

0 sin 0 cos 0

0 0 0 0 1

k

X k

w t w t

w w

w t w t

X k ew t w t

w w

w t w t

 

    
 
 

  
 
    
 
 

  
 
 

(37                                                                                      )  

ت هدف، راداری در مرکز صفحه به منظور تخمين موقعيت و سرع

، (38)گيری  گرفته که موقعيت و سمت هدف را با معادله اندازهقرار

 کند: گيری می اندازه

2 2

1tan

k

k kk
k

k

x y
r

Z vy

x
 

 
            

    

(38           )  

نويز پروسه دارای توزيع گوسی  ke که 0, kN Q  به صورت

باشد. که  می
1

1

2

0 0

0 0

0 0

k

e M

Q e M

e

 
 
 
  

و  

1 21, 0.1e e   و
3 2

2

3 2
t t

M
t t

  
  
   

باشد  می 

0.1tکه    ،  مرتبه کسری مدل فضای حالت که در اين مثال

گيری  نويز اندازه kvدر نظر گرفته شده است. از طرفی  95/0برابر 
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باشد. بخش اول توزيع  ( می35) باشد که دارای دو توزيع طبق رابطه می

,0)يعنی  )N R   گوسی با متوسط صفر و ماتريس که يک توزيع

کند. بخش دوم  باشد که نقش توزيع اصلی را بازی می می Rکواريانس 

0,100)نويز يعنی  )N R  که يک توزيع گوسی با متوسط صفر و

های دورافتاده را بازی  باشد که نقش داده می 100R  ماتريس کواريانس

در   ]8[  توسعه يافته مرتبه کسری مرجعسازی فيلتر کالمن  کند. با پياده می 

های دورافتاده، مشاهده گرديد  گيری همراه با داده حضور اين نويز اندازه

يعنی با اجرای چندين  .تواند هدف مانوردار را رديابی کند اين فيلتر نمی

باره فيلتر توسعه يافته بدليل حضور نويزهايی با واريانس بالا، يا منجر به 

ر کالمن توسعه يافته گشته و يا خطای تخمين بسيار بزرگی واگرايی فيلت

آيد که در نتيجه عدم رهگيری هدف مخصوصا زمانيكه هدف  پديد می

گيری  را با تابع  افتد.  ليكن اگر نويز اندازه در حال مانور است اتفاق می

,0)به صورت   تیچگالی  ,3)St Q ( يعنی نويز تقريب بزنيم

در نظر گرفته شود( و فيلتر طراحی شده در اين  گيری با توزيع تی  اندازه

شود فيلتر  مشاهده می ،سازی کنيم مقاله را به منظور تخمين هدف پياده

به خوبی هدف مانوردار را رديابی نموده و موقعيت و طراحی شده 

زند.   با دقت بالايی تخمين می 6و 5مطابق با شكلهای  را سرعت هدف

های دورافتاده  به خوبی نسبت به داده تین مدلسازی با توزيع که اي چرا

گيرد. نتايج  تحت تاثير نويزهای دورافتاده قرار نمیفيلتر مقاوم بوده و 

، 5عملكردی فيلتر طراحی شده برای تخمين هدف مانوردار در شكلهای 

نشان داده شده است. نقطه شروع حرکت هدف مانوردار  7و  6

نقطه 16.5,4,1,0.25,1 باشد. هدف دارای سه نوع حرکت  می

مختلف چپگرد، راست گرد، حرکت مستقيم الخط به ترتيب با مقادير 

1w   ،1w    0وw  هدف  5باشد. مطابق شكل  می

باشد که اين  راست می دارای مانور چپ، حرکت مستقيم و نهايتا مانور

شكل   اين حرکت بيانگر حرکت هدف با مانور بالاست. همانگونه که در

قابل مشاهده است موقعيت هدف به خوبی رديابی شده و در قسمتهايی 

که هدف در حال مانور است، خطای رديابی زياد شده اما فيلتر در 

به  گامهای بعدی جبران و خطای تخمين کاهش يافته است اين پاسخ

درصد  10و با احتمال حضور  100Rهای دورافتاده  ازای واريانس داده

با استفاده از فيلتر را  آن  سرعت هدف و تخمين سرعت 6باشد. شكل  می

ای طدهد که بيانگر تخمين سرعت هدف با خ نشان میطراحی شده 

 ومسير حرکت مجددا به تخمين موقعيت 7باشد. در شكل  کوچک می

 200Rبرابر يعنی  های دورافتاده دو اما واريانس داده هدف پرداخته شده

منظور شده است. همانگونه که در اين شكل قابل مشاهده است هدف 

رديابی شده اما ميزان خطای تخمين موقعيت هدف افزايش يافته است. 

دو فيلتر کالمن توسعه يافته و برای سازی  نتايج شبيه  3  و 1،2جدولهای 

های  ری با مقادير دادهگي نويز اندازهمختلف الت را به ازای سه ح تی

های دورافتاده ) يعنی  و بدون داده  100R ،200Rبا مقادير دورافتاده، يعنی 

گيری فقط دارای جمله اصلی بصورت  حالتی که نويز اندازه

(0, )N R بار  100های دورافتاده است( به ازای  بوده و فاقد داده

گيری خطای تخمين موقعيت هدف و خطای  مايش و با متوسطتكرار آز

 2و  1دهد. همانگونه که در جدولهای  تخمين سرعت هدف را نشان می

قابل مشاهده است فيلتر طراحی شده در اين مقاله با خطای کم، موقعيت و 

ی دورافتاده  ها سرعت هدف را تخمين زده که با افزايش واريانس داده

يابد. اما فيلتر کالمن توسعه يافته  تخمين افزايش میاندکی متوسط خطای 

های دورافتاده واگرا شده و قادر به  گيری و داده در مقابل اين نويز اندازه

گيری فاقد  يعنی حالتی که نويز اندازه 3باشد. جدول  رديابی هدف نمی

دهد که فيلتر کالمن توسعه يافته مرتبه  های دورافتاده است نشان می داده

 نسبت به فيلتر در تخمين حالت ی، اندکی دارای پاسخ و دقت بهتریکسر

باشد که دليل آن به استفاده از تقريبهای استفاده شده در طراحی  می تی

ارائه شده تی گردد. از طرفی از آنجا که فيلتر  ارائه شده باز می تیفيلتر 

اين فيلتر  يک فيلتر کالمن با تقريبهای بكار رفته جهت ارائه فرم بسته برای

، ما نباشد )در واقع با استفاده از تقريبهای بكار رفته در استنباط بيزي می

يک فيلتر کالمن گوسی با مقادير  ميانگين و واريانس تغيير يافته در 

جهت پردازنده هرگام داريم( زمان، سرعت و حجم فضای حافظه اشغالی 

فته بوده و طبعا اين فيلتر مانند فيلتر کالمن توسعه يا تقريبا اجرای اين فيلتر

های صنعتی برخط با دقت بسيار بالا بكار گرفته  ی پروسه تواند در همه می

 شود.

 
 با فيلتر ارائه شده مسير حرکت هدف و تخمين مسير :5 شكل

 

 
 با فيلتر ارائه شده سرعت هدف و تخمين سرعت:  6 شكل
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 R 200ه شده به ازایبا فيلتر ارائ : مسير حرکت هدف و تخمين مسير7شكل 

 

 100Rخطای متوسط تخمين با داده های دورافتاده : 1جدول 

فيلتر 

کالمن توسه 

 يافته

فيلتر  
student ‘s t 

خطای متوسط 

تخمين با داده های 

 100Rدورافتاده 

 1.7 واگرا
 

خطای متوسط 

تخمين  موقعيت هدف 
[m] 

 0.8 واگرا
خطای متوسط 

  تخمين سرعت هدف

[m/s] 
 

 200Rخطای متوسط تخمين با داده های دورافتاده : 2جدول 

فيلتر 

کالمن توسه 

 يافته

فيلتر  
student ‘s t 

خطای متوسط 

تخمين با داده های 

 200Rدورافتاده 

 3.1 واگرا
 

خطای متوسط 

تخمين  موقعيت هدف  
[m] 

 1.2 واگرا
خطای متوسط 

  تخمين سرعت هدف

[m/s] 
 

 اده های دورافتادهخطای متوسط تخمين بدون د: 3جدول 

فیلتر 

کالمن توسه 

 یافته

فیلتر  
student ‘s t 

خطای متوسط 

های  تخمین بدون داده

 دورافتاده

0.9 1 
 

خطای متوسط 

تخمین  موقعیت 

 [m]هدف 

0.44 0.5 
خطای متوسط 

  تخمین سرعت هدف
[m/s] 

 

 

 گیری نتیجه -6
  

ری در اين مقاله يک تخمينگر حالت برای سيستمهای مرتبه کس

غيرخطی تصادفی در حضور نويز سيستم با توزيع گوسی و نويز 

است. کاربرد اصلی اين فيلتر برای   طراحی شدهتی گيری با توزيع  اندازه

 در محيط نويزهايی با پراکندگی بالا مسايل رديابی اهداف زمانيكه 

باشد. در اين مقاله با طراحی فيلتر حالت برای سيستمهای  میاست، موجود 

تغييراتی نشان داديم،  نبه کسری با استفاده از روش استنباط بيزيمرت

 زيادی دورافتاده ها تحت تاثير نويزهايی با مقاديرگيري ندازها زمانيكه

مدل فضای  های نويزی در معادله خروجی مدلسازی اين داده ،باشند

برای اين حالت به جای توزيع گوسی و طراحی فيلتر  تیحالت با توزيع 

قت رديابی و همچنين مقام بودن فيلتر طراحی شده را افزايش مدل، د

 .دهد می
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