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 غلاهؼلٖ هٌتظشًَٗؼٌذُ ػْذُ داس هكبتجبت:  داًـگبُ كٌؼتٖ خَاخِ ًل٘شالذٗي عَػٖ -ق اٗشاى٘هدلِ کٌتشل، اًدوي هٌْذػبى کٌتشل ٍ اثضاس دق

 

 تٌذ ای تا رٍیکرد اًتخاب دستِ تٌذی هسائل چٌذدستِ ارائة رٍضی کارا ترای دستِ

 2هٌتظش  غلاهؼلٖ، 1ثبقشٕ  ػلٖ هحوّذ
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ؿَد  ثٌذ ػؼٖ هٖ دػتِدس آى ثب تشک٘ت ًتبٗح چٌذ  هؤثش دس ٗبدگ٘شٕ هبؿ٘ي اػت کِ ٕسٍٗكشدثٌذٕ ؿَساٖٗ،  ػ٘ؼتوْبٕ دػتِ: چکيذُ

تَخِ کوتشٕ سا دس « ثٌذاًتخبة دػتِ»ثٌذّب، سٍٗكشد دس حَصٓ تشک٘ت خشٍخٖ ؿَسإ دػتِ ثٌِْ٘ فشاّن ؿَد.ثٌذ  دػتِتقشٗت ثْتشٕ اص ٗك 

چٌ٘ي، اغلت سٍؿْبٕ هَخَد دس اٗي حَصُ، ّضٌٗٔ هحبػجبتٖ ثبلاٖٗ داسًذ. دس ثِ خَد خلت کشدُ اػت. ّو« ثٌذ ادغبم دػتِ»هقبٗؼِ ثب سٍٗكشد 

سٍؽ پ٘ـٌْبدٕ اثتذا ثب اػتفبدُ إ ثش اػبع سٍٗكشد اًتخبة ٍٗظگٖ پ٘ـٌْبد ؿذُ اػت.  اٗي هقبلِ، سٍؿٖ هؤثش دس دػتِ ثٌذٕ هؼبئل چٌذدػتِ

ثِ کبس گشفتِ ث٘بى  ّبٕ ػِ ًَع ؿ٘شٗي ؿٌبػبٖٗ ساٗحِآصهَى ؿذُ ٍ پغ اص اثجبت تَاًبٖٗ آى، ثشإ  UCIهدوَػِ دادٓ تشاص اص پبٗگبُ   14اص 

هقبٗؼِ ًتبٗح سٍؽ پ٘ـٌْبدٕ ٍ سٍؿْبٕ دٗگش ػ٘ؼتوْبٕ ؿَساٖٗ ثش اػبع دٍ هؼ٘بس كحّت ؿٌبػبٖٗ ٍ صهبى هحبػجبتٖ، کبساٖٗ ؿذُ اػت. 

  دّذ. هٖ إ ًـبى ثْتش سٍؽ سا دس دػتِ ثٌذٕ هؼبئل چٌذدػتِ

 .ثٌذ، ؿٌبػبٖٗ ثَ إ، ػ٘ؼتن ؿَساٖٗ، اًتخبة دػتِ ثٌذٕ، هؼألٔ چٌذدػتِ دػتِکلوات کليذی: 

An Efficient Multiclass Classification Method Based on Classifier 

Selection Technique 

Mohammad Ali Bagheri, Gholamali Montazer 
 

Abstract: Individual classification models have recently been challenged by ensemble of 

classifiers, also known as multiple classifier system, which often shows better classification 

accuracy. In terms of merging the outputs of an ensemble of classifiers, classifier selection has not 

attracted as much attention as classifier fusion in the past, mainly because of its higher 

computational burden. In this paper, we propose a novel technique for improving classifier 

selection. In our method, the simple divide-and-conquer strategy is adapted in that a complex 

classification problem is divided into simpler binary sub-classification problems. We conduct 

extensive experiments on a series of multi-class datasets from the UCI (University of California, 

Irvine) repository and on odor database. The experimental results demonstrate the advanced 

performance of the proposed method. 

 

Keywords: classification, multi-class, ensemble system, classifier selection, odor recognition. 

  

 هقذهِ -1

ثٌذٕ پ٘چ٘ذُ )اص  ٗكٖ اص سٍٗكشدّبٕ هؤثش ثشإ حل هؼبئل دػتِ

ثٌذّبٕ پبِٗ ٍ ػپغ  إ(، عشاحٖ ؿَساٖٗ اص دػتِ خولِ هؼبئل چٌذدػتِ

 ػ٘ؼتن» ًبهْبٕ ثب ث٘ـتش سٍٗكشد اٗي. تشک٘ت خشٍخٖ آًْب اػت. 

ًتبٗح  .ؿَد هٖ خَاًذُ  «چٌذگبًِ ثٌذ دػتِ ػ٘ؼتن» ٗب  «ؿَساٖٗ ثٌذٕ دػتِ

دّذ ػ٘ؼتوْبٕ ؿَساٖٗ  پظٍّـْب ًـبى هٖ [4, 3]ٍ تدشثٖ  [2, 1]ًظشٕ 

ثٌذّبٕ پبِٗ دس ؿَسا  ثٌذٕ ثْتشٕ سا دس هقبٗؼِ ثب دػتِ اغلت ًتبٗح دػتِ

  .دٌّذ. دػت هٖ ثِ
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عَس کلٖ ؿبهل دٍ هشحلِ  ثٌذ چٌذگبًِ ثِ فشاٌٗذ عشاحٖ ػ٘ؼتن دػتِ

ثٌذّب، ة( عشاحٖ قبػذٓ تشک٘ت  اص دػتِ: الف( ػبخت ؿَساٖٗ [5]اػت 

دٍ سٍٗكشد  .[7, 6]ؿَد  ػبصٕ تلو٘ن ً٘ض ًبه٘ذُ هٖ ، کِ ث1ٌِْ٘)ادغبم(

ٍ اًتخبة  2ثٌذ ػبصٕ تلو٘ن  ٍخَد داسد: ادغبم دػتِ کلّٖ دس ثٌِْ٘

ّبٕ فضبٕ  ثٌذ اص ّؤ دادُ  ، ّش دػتِثٌذ . دس ادغبم دػتِ[8] 3ثٌذ دػتِ

ادغبم ؿبهل تشک٘ت کٌذ. دس اٗي حبلت، فشاٌٗذ  ٍٗظگٖ اػتفبدُ هٖ

ٕ ثبکبساٖٗ ث٘ـتش ثٌذ ٗبثٖ ثِ دػتِ تش ثشإ دػت ثٌذّبٕ پبِٗ ٍ ضؼ٘ف دػتِ

ثٌذّب دس اغلت سٍؿْبٕ  داسِ خشٍخٖ دػتِ گ٘شٕ ػبدُ ٗب ٍصى اػت. سإٔ

ٍ سٍؽ  Bagging  ،AdaBoostهغشح ػ٘ؼتوْبٖٗ ؿَساٖٗ هبًٌذ 

   ؿَد.  اػتفبدُ هٖ 4صٗشفضبٕ تلبدفٖ

ثٌذ  ثشاػبع اٗي فشضِ٘ اػت کِ ّش دػتِ« ثٌذ ادغبم دػتِ»سٍٗكشد 

سا  ٗكذٗگش خغبّبٕ ثٌذّب دػتِ کِ ؿَد هٖ خغبٕ هؼتقلٖ داسد ٍ ثبػث

ثٌذّب دس ؿَسا ثِ هؼألٔ   ثپَؿبًٌذ. ثب اٗي حبل، اص آًدب کِ توبهٖ دػتِ

ثٌذّب هـكل  دٌّذ، اٗدبد اػتقلال دس خغبٕ دػتِ هـخلٖ پبػخ هٖ

ثٌذٕ  ثٌذّب ًتبٗح دػتِ . دس ًت٘دِ، تشک٘ت خشٍخٖ دػتِ[9]خَاّذ ثَد 

کٌذ. ػلاٍُ ثشاٗي، اػتفبدُ ّوضهبى اص چٌذٗي  ثْتشٕ سا تضو٘ي ًوٖ

 ثٌذٕ ٗك الگَٕ آصهَى لاصم اػت.  ثٌذ ثشإ دػتِ دػتِ

ذ دس ؿَسا ثخـٖ اص فضبٕ ٍٗظگٖ سا ثٌ ذ، ّش دػتِثٌ دس اًتخبة دػتِ

ّبٕ آى ثخؾ اص فضب سا اًدبم  ثٌذٕ دادُ زا دػتِگ٘شد ٍ ل خَثٖ ٗبد هٖ ثِ

ثٌذ ثشإ تؼ٘٘ي   سٍ، دس سٍٗكشد اًتخبة، هؼوَلاً ٗك دػتِ ّذ. اص اٗيد هٖ

. سٍؿْبٕ هجتٌٖ ثش سٍٗكشد [8]ؿَد  دػتٔ الگَٕ آصهَى اػتفبدُ هٖ

ثٌذ ثشاػبع كحّت  اًتخبة پَٗبٖٗ دػتِ»اًتخبة، ثِ ػٌَاى هثبل 

ثٌذ دس ًبح٘ٔ ّوؼبٗگٖ  ، ثِ ػلّت تخو٘ي کبساٖٗ ّش دػت5ِ«ّوؼبٗگٖ

اغلت ّضٌٗٔ هحبػجبتٖ ثبلاٖٗ داسًذ. ّوچٌ٘ي، اٗي سٍؿْب ، لگَٕ آصهَىا

ّوؼبِٗ ٍ تبثغ فبكلِ  kتشٗي  ثِ پبساهتشّبٕ سٍؽ هبًٌذ تؼذاد ًضدٗك

 .  [10]ٍاثؼتگٖ صٗبدٕ داسًذ 

ثٌذٕ  ثٌذ خذٗذٕ ثشإ هؼبئل دػتِ دس اٗي هقبلِ، سٍؽ اًتخبة دػتِ

اػت: ثذٗي هٌظَس ثشإ ّش صٍج دػتِ، ٗك  cإ اسائِ ؿذُ دػتِ چٌذ

ػتِ اٗدبد ّبٕ آهَصؽ آى دٍ د ثب اػتفبدُ اص دادُ 6ثٌذ دٍدٍٖٗ دػتِ

إ کِ  ثٌذٕ ٗك الگَٕ آصهَى، اثتذا دٍ دػتِ ؿَد. ػپغ، ثشإ دػتِ هٖ

ؿَد. ثشاػبع اٗي دٍ دػتِ، ٗكٖ اص   ث٘ـتشٗي احتوبل سا داسًذ تؼ٘٘ي هٖ

ؿَد کِ دػتٔ ًْبٖٗ الگَٕ آصهَى سا  ثٌذّبٕ دٍدٍٖٗ اًتخبة هٖ دػتِ

 تؼ٘٘ي کٌذ. 

ػبختبس ػ٘ؼتوْبٕ اداهٔ اٗي هقبلِ ثِ ؿشح رٗل تٌظ٘ن ؿذُ اػت: 

ؿَساٖٗ دس ثخؾ دٍمّ ثِ اختلبس هؼشفٖ ؿذُ اػت. دساداهِ، سٍؽ 

ثٌذ دس ثخؾ ػَمّ ؿشح دادُ ؿذُ اػت. دس  پ٘ـٌْبدٕ دس اًتخبة دػتِ

 14ثخؾ چْبسم، ًتبٗح تدشثٖ اػتفبدُ اص سٍؽ پ٘ـٌْبدٕ ثب اػتفبدُ اص 

 
1 combination rule 
2 classifier fusion  
3 classifier selection 
4 Random Subspace Method (RSM) 
5 dynamic classifier selection with local accuracy (DCS-LA) 
6 binary classifier 

بٖٗ  هدوَػِ دادٓ تشاص آٍسدُ ؿذُ، ػپغ حل هؼئلِ تـخ٘ق الگَّبٕ ثَٗ

گ٘شٕ  دس ثخؾ پٌدن آهذُ ٍ ػشاًدبم ثخؾ ؿـن ٍ ّفتن ثِ ثحث ٍ ًت٘دِ

 هقبلِ اختلبف ٗبفتِ اػت. 

تٌذ چٌذگاًِ ترای ادغام  سيستوْای دستِ -2

 تٌذّا دستِ

)اص  ذُ٘چ٘پ ٕثٌذ حل هؼبئل دػتِ ٕهؤثش ثشا ٕكشدّبٗاص سٍ ٖكٗ

ٍ ػپغ  ِٗپب ٕثٌذّب اص دػتِ ٖٗؿَسا ٖ(، عشاحٕا خولِ هؼبئل چٌذدػتِ

ثب  ٌٖ٘هبؿ ٕش٘بدگٗدس هٌبثغ  كشد،ٗسٍ يٗآًْب اػت. ا ٖخشٍخ ت٘تشک

 ،7ّب شًذُ٘بدگٗ تٔ٘کودػتِ ثٌذ چٌذگبًِ،  ؼتن٘ػهبًٌذ  ٖهختلف ًٕبهْب

 اص ٖكٍٗ  ؿَدٖ خَاًذُ ه ضً٘ ٖٗؿَسا ٕثٌذ دػتِ ؼتن٘ػٍ  8اخوبع ًٔٗظش

. ثب [11] اػت دادُ ؿكل سا ٌٖ٘هبؿ ٕش٘بدگٗ حَصٓ دس ـگبم٘پ ش٘هؼ چْبس

پبِٗ ثْتش  ثٌذ دػتِاص ٗبدگ٘شٕ ثْتشٗي  ؿَساٖٗٗبدگ٘شٕ اٗي حبل، ٌّگبهٖ 

 دس گًَبگَى»پبِٗ داسإ کبساٖٗ قبثل قجَل ثَدُ ٍ  ثٌذّبٕ دػتِ اػت کِ

 کِ داسًذ خغب دس گًَبگًَٖ ثٌذ، صهبًٖ دػتِ دٍ .[12]ثبؿٌذ  9«خغب

. ثبؿٌذ هتفبٍت کٌٌذ هٖ ثٌذٕ دػتِ كَست ًبدسػت ثِ کِ ّبٖٗ ًوًَِ

 ثٌذّب دػتِ کِ ؿَد هٖ ثبػث پبِٗ ثٌذّبٕ خغبٕ دػتِ هَاسد دس تفبٍت

 خغب، اص دس گًَبگًَٖ ػلت ّو٘ي ثِ ٍ سا ثپَؿبًٌذ ٗكذٗگش خغبّبٕ

  .چٌذگبًِ اػت ثٌذٕ دػتِ هَفق٘ت ػ٘ؼتن دس اػبػٖ ًكبت

: [5]بهل دٍ هشحلِ اػت عَس کلٖ ؿ فشاٌٗذ عشاحٖ ػ٘ؼتن ؿَساٖٗ ثِ

(؛ 1ثٌذّب، ة(  عشاحٖ قبػذٓ تشک٘ت )ؿكل  الف( ػبخت ؿَسإ دػتِ

 کِ دس ثخـْبٕ صٗش ؿشح دادُ ؿذُ اػت. 

D1 D2 Di DL

ییاًْ نيو  
           

     

     
                 

ُداد   س .  ا
) ُداد  لتخه یاّ ِ َوجهری (

        

        

        

        

        

 

        

        

        

        

        

 

. . . . . .

یگ یٍ   س .ب
)یگ یٍ  لتخه یاّ ِ َوجهری (

ذٌت ِتسد   س. 
 ةیا  یاّذٌت ِتسد  ا ُدا تسا

 لتخه

:ةيکر    س
ىَه   یاَّ  ا ةتسد ييي  

 (ثٌذ چٌذگبًِ )ؿَساٖٗ . ػبختبس ػ٘ؼتوْبٕ دػت1ِؿكل 

 

 ثٌذّب . عشاحٖ ؿَسإ دػت2-1ِ
ثٌذّب ٍخَد  ثِ عَس کلّٖ ػِ سٍٗكشد هختلف ثشإ اٗدبد ؿَسإ دػتِ

داسد: سٍٗكشد اٍلّ اػتفبدُ اص الگَسٗتوْبٕ ٗبدگ٘شٕ هختلف هبًٌذ ؿجكٔ 

 
7 committees of learners  
8 consensus theory 
9 error diverse 
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 غلاهؼلٖ هٌتظش، هحوذ ػلٖ ثبقشٕ

11 
 

 

Journal of Control,  Vol. 6,  No. 1, Spring 2012  1391، ثْبس 1، ؿوبسُ 6هدلِ کٌتشل، خلذ 

 

 

ػلجٖ، دسخت تلو٘ن ٍ غ٘شُ ٍ ٗب تغ٘٘ش پبساهتشّبٕ ٗك ًَع دػتِ ثٌذ 

)هبًٌذ ٍصًْبٕ اٍلِ٘ هختلف دس ؿجكٔ ػلجٖ( اػت. سٍٗكشد دٗگش کِ 

دادٓ   ّبٕ ـتشٕ سا ثِ خَد خلت کشدُ اػت، اػتفبدُ اص هدوَػِتَخِ ث٘

اغلت  ّب،هدوَػِ يٗاثٌذّبٕ پبِٗ اػت.   هختلف ثشإ آهَصؽ دػتِ

 حبكلاص هدوَػٔ آهَصؽ  1«هدذد ٕثشداس ًوًَِ» ٕتَػظ سٍؿْب

 اص ٖتلبدف اًتخبة ثب هختلفآهَصؽ  ّٕب هدوَػِ کِٕ عَس ثِ ؿَد؛ٖ ه

 كٗ ٍٕ ّش هدوَػِ ثِ ػٌَاى ٍسٍد ؿًَذٖ ه ذ٘تَل آهَصؽ ّٕب ًوًَِ

 bagging [13]  ٍboosting [14]سٍؿْبٕ  .ؿَدٖ ه اػتفبدُ ثٌذ دػتِ

تشٗي سٍؿْب ثب اٗي سٍٗكشد ّؼتٌذ. سٍٗكشد ػَم کِ اص  هحجَة

ؿَد، اػتفبدُ اص  سٍٗكشدّبٕ ًَٗي عشاحٖ ؿَسا هحؼَة هٖ

ثب اٗي  ثٌذّبٕ پبِٗ ّبٕ ٍٗظگٖ هختلف ٍ آهَصؽ دػتِ صٗشهدوَػِ

 بى٘ث ثِؿَد.  گفتِ هٖ 2«ؿَسإ اًتخبة ٍٗظگٖ»ّب اػت کِ  صٗشهدوَػِ

آهَصؽ  ّٕب ًوًَِ ٖؿبهل ثشخ  دادُ هدوَػِ ّشدٍمّ  كشدٗدس سٍ گش،ٗد

 كشدٗسٍ دس کِٖ دسحبل اػت؛ داسا سا هؼألِ ّٕبٖ ظگٍٗ توبم کِ اػت

 آهَصؽ ّٕب ًوًَِ توبم ؿبهل دادُ هدوَػِ ّش ،ٖظگٍٗ اًتخبة ٕؿَسا

  .اػت ثشخَسداسهؼألِ  ّٕبٖ ظگٍٗ ٖثشخ اص کِ اػت

ّبٕ ٍٗظگٖ اػت  ّذف ؿَسإ اًتخبة ٍٗظگٖ، ٗبفتي صٗشهدوَػِ

 3«َُّ»ثٌذٕ خَثٖ داؿتِ ٍ تب حذهوكي گًَبگَى ثبؿٌذ.  کِ كحّت دػتِ

ثٌذٕ ثب هـكل اثؼبد صٗبد دادُ  کِ اغلت سٍؿْبٕ دػتِ ًـبى داد دسحبلٖ

 هٌذ ؿَد  تَاًذ اص اٗي هَضَع ثْشُ هٖهَاخٌْذ، سٍؽ صٗشفضبٕ تلبدفٖ 

[15] . 

 .  عشاحٖ قبػذٓ تشک٘ت2-2
گبم ثؼذٕ، عشاحٖ قبػذٓ  ثٌذّبٕ پبِٗ، پغ اص اٗدبد ؿَساٖٗ اص دػتِ

ؿَد.  ً٘ض خَاًذُ هٖ« ػبصٕ تلو٘ن ثٌِْ٘»تشک٘ت خشٍخٖ آًْب اػت؛ کِ 

ثٌذ ٍ  ػبصٕ تلو٘ن ٍخَد داسد: ادغبم دػتِ دٍ سٍٗكشد اكلٖ ثشإ ثٌِْ٘

ّبٕ  ثٌذ اص ّؤ دادُ  ، ّش دػتِثٌذ . دس ادغبم دػتِ[6-5]ثٌذ  اًتخبة دػتِ

حبلت، فشاٌٗذِ ادغبم ؿبهل تشک٘ت کٌذ. دس اٗي  فضبٕ ٍٗظگٖ اػتفبدُ هٖ

ثبکبساٖٗ ث٘ـتش  ثٌذ ٗبثٖ ثِ دػتِ تش ثشإ دػت ثٌذّبٕ پبِٗ ٍ ضؼ٘ف دػتِ

داس، قَاػذ خجشٕ )هبًٌذ ضشة، خوغ، ث٘ـٌِ٘  گ٘شٕ ػبدُ ٗب ٍصى اػت. سإٔ

تشٗي تَاثغ  ؿفش هشػَم-ٍ کوٌِ٘(، اًتگشال فبصٕ، ٍ قبػذٓ تشک٘ت دهپؼتش

تٌذ. اغلت سٍؿْبٕ هغشح ػ٘ؼتوْبٖٗ ثٌذّب ّؼ تشک٘ت ادغبم دػتِ

ٍ سٍؽ صٗشفضبٕ تلبدفٖ ثش  Bagging  ،AdaBoostؿَساٖٗ هبًٌذ 

 اًذ. اػبع اٗي سٍٗكشد عشاحٖ ؿذُ

ثٌذّبٕ هختلف ثشإ تؼ٘٘ي دػتٔ الگَّبٕ  اٗذٓ اػتفبدُ اص دػتِ

. ثباٗي حبل توبٗل دس [16]گشدد  ه٘لادٕ ثبصهٖ 1978آصهَى ثِ ػبل 

ثٌذ دس ػ٘ؼتوْبٕ ؿَساٖٗ تَّػظ  گ٘شٕ سٍٗكشد اًتخبة دػتِ ثكبس

. سٍٗكشد [8]ؿكل گشفت ه٘لادٕ  1997ٍ ّوكبساًؾ دس ػبل  4«ٍٍدص»

ثٌذ ٗك ًبح٘ٔ اًتخبة )ًبح٘ٔ  کٌذ کِ ّش دػتِ م هٖثٌذ فش اًتخبة دػتِ

 
1 resampling  
2 ensemble feature selection 
3 Ho 
4 Woods 

ثٌذ  سٍ، ّذف اًتخبة دػتِ ( دس فضبٕ ٍٗظگٖ هؼألِ داسد. اصاٗي5سقبثت

, 8, 6]ثٌذ ثِ ٗك ًبح٘ٔ سقبثت دس فضبٕ هؼألِ اػت  تخل٘ق ّش دػتِ

ثٌذ اسائِ ؿذُ اػت: اًتخبة  ٗي سٍٗكشد، دٍ ؿَ٘ٓ اًتخبة دػتِ. دس ا[17

ثٌذ  .  دس ؿَ٘ٓ اٗؼتب، ٗك دػت7ِثٌذ ٍ اًتخبة پَٗبٕ دػتِ 6ثٌذ اٗؼتبٕ دػتِ

ؿَد. دس  ثٌذ ثشإ تؼ٘٘ي دػتٔ توبم الگَّبٕ آصهَى اػتفبدُ هٖ دػتِ

ثٌذٕ  سٍؿْبٕ هجتٌٖ ثش ؿَ٘ٓ پَٗب، ًبح٘ٔ سقبثت دس ٌّگبم فشاٌٗذ دػتِ

ؿَد.  َى ٍ ثب دس ًظش گشفتي هـخلبت الگَٕ آصهَى تؼ٘٘ي هٖالگَٕ آصه

ثٌذٕ هتفبٍتٖ داسًذ،  ّبٕ دػتِ اص آًدب کِ الگَّبٕ هختلف ٍٗظگٖ

ثٌذّبٕ هختلف ًتبٗح ثْتشٕ سا دس هقبٗؼِ ثب ؿَ٘ٓ اٗؼتب  اػتفبدُ اص دػتِ

 دٌّذ.  هٖ

ٍ ّوكبساًؾ ٗكٖ اص « ٍٍدص»ثش اػبع كحّت هحلّٖ الگَٕ آصهَى، 

 DCS-LA 8ثٌذ سا اسائِ کشدًذ کِ  شٗي سٍؿْبٕ اًتخبة دػتِت هؼشٍف

ثٌذّبٕ پبِٗ  إ اص دػتِ . دس اٗي سٍؽ، اثتذا هدوَػِ[8]ؿَد  خَاًذُ هٖ

ؿَد. اٗي الگَسٗتن، ثشإ ّش الگَٕ آصهَى، ًبح٘ٔ هحلّٖ سا  اٗدبد هٖ

تشٗي ّوؼبِٗ دس ه٘بى الگَّبٕ آهَصؽ، تؼشٗف  ًضدٗك kكَست  ثِ

ثٌذ )ًؼجت الگَّبٖٗ کِ دس ًبح٘ٔ  هحلّٖ ّش دػتِکٌذ. ػپغ، كحّت  هٖ

ؿَد ٍ  اًذ( تخو٘ي صدُ هٖ ثٌذٕ ؿذُ هحلّٖ الگَٕ آصهَى دسػت دػتِ

ثٌذٕ سا دس آى ًبحِ٘ داؿتِ اًتخبة  ثٌذٕ کِ ث٘ـتشٗي كحّت دػتِ دػتِ

 ؿَد.   هٖ

ثب اٗي حبل، ّش دٍ سٍٗكشد ػ٘ؼتوْبٕ ؿَساٖٗ ثشإ تشک٘ت خشٍخٖ 

ثٌذ(، ّضٌٗٔ هحبػجبتٖ ثبلاٖٗ داسًذ. دس  ٗب اًتخبة دػتِثٌذّب )ادغبم  دػتِ

ثش خَاّذ ثَد؛ چشا کِ  ثٌذٕ صهبى ثٌذ، فشاٌٗذ دػتِ سٍٗكشد ادغبم دػتِ

ثٌذ اػت ٍ ثشإ تؼ٘٘ي دػتٔ ّش  ػ٘ؼتن ؿَساٖٗ ؿبهل تؼذاد صٗبدٕ دػتِ

ثٌذّبٕ پبِٗ دس ؿَسا ثبٗذ تشک٘ت  الگَٕ آصهَى، خشٍخٖ توبم دػتِ

ثٌذ، تخو٘ي فضبٕ اًتخبة ٍ  دس سٍٗكشد اًتخبة دػتِ ؿًَذ،. ّوچٌ٘ي

ثٌذٕ خَاّذ  ثٌذ، هَخت عَلاًٖ ؿذى صهبى دػتِ كحّت هحلّٖ ّش دػتِ

 ؿذ.  

ثٌذ ثشإ هؼبئل  دس اٗي هقبلِ، سٍؽ خذٗذٕ دس اًتخبة دػتِ

اٗذٓ اكلٖ اٗي سٍؽ، اًتخبة إ پ٘ـٌْبد ؿذُ اػت.  ثٌذٕ چٌذدػتِ دػتِ

ّبٕ هختلف دس ّوؼبٗگٖ  ٖ الگَّبٕ دػتِثٌذ ثش اػبع فشاٍاً دػتِ

ّبٕ هوكي دس تؼ٘٘ي ثشچؼت  الگَٕ آصهَى اػت. ثشاٗي اػبع، گضٌِٗ

إ کِ ث٘ـتشٗي احتوبل سا داسًذ  الگَٕ آصهَى اص چٌذ دػتِ ثِ دٍ دػتِ

ثٌذ  إ ثب اػتفبدُ اص ٗك دػتِ ؿَد. ػپغ، هؼألٔ دٍدػتِ هحذٍد هٖ

ؿَد. دس اٗي سٍؽ،  د حل هٖتشٕ داس دٍدٍٖٗ کِ هشصّبٕ تلو٘ن دق٘ق

ثٌذ دس ّوؼبٗگٖ ّش  ثش تخو٘ي کبساٖٗ ّش دػتِ ً٘بصٕ ثِ فشاٌٗذ صهبى

ثٌذّبٕ هؼألِ ثِ  الگَٕ آصهَى ً٘ؼت. ّوچٌ٘ي تؼذاد ٍ پ٘چ٘ذگٖ دػتِ

ثٌذٕ پ٘ـٌْبدٕ، دس ثخؾ ثؼذ ثِ  سٍؽ دػتِٗبثذ.  هشاتت کبّؾ هٖ

 تفل٘ل هؼشفٖ ؿذُ اػت.

 
5 region of competence 
6 static classifier selection (SCS) 
7 dynamic classifier selection (DCS) 
8 dynamic classifier selection by local accuracy (DCS-LA) 
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 تٌذ ب دستِ. هراحل رٍش  يطٌْادی اًتخا3

 . هشحلٔ آهَصؽ  3-1
ثٌذ  إ، ٗك دػتِ دس هشحلٔ آهَصؽ، ثشإ ّش دٍ دػتِ دس هؼألِ چٌذدػتِ

ؿَد. دس اٗي گبم،  ّبٕ دٍ دػتٔ هتٌبظش اٗدبد هٖ دٍدٍٖٗ ثب اػتفبدُ اص دادُ

ثٌذِ  دٍ ًؼخِ اص سٍؽ پ٘ـٌْبدٕ اسائِ ؿذُ اػت. دس ًؼخٔ اٍلّ، ّش دػتِ

ثٌ٘ذ. دس ًؼخٔ  ّبٕ هَخَد، آهَصؽ هٖ ٍٗظگٖ دٍدٍٖٗ ثب اػتفبدُ اص ّؤ

ؿَد ثشإ توبٗض ّش دٍ دػتٔ خبف، ٗك هدوَػِ ٍٗظگٖ  دٍمّ، فشم هٖ

ؿَد ثْتشٗي  تَاًذ اٗدبد کٌذ. لزا، ػؼٖ هٖ قبثل٘ت توبٗض ث٘ـتشٕ هٖ

صٗشهدوَػٔ ٍٗظگٖ ثشإ توبٗض ه٘بى ّش دٍ دػتٔ هؼألِ اًتخبة ؿَد. دس 

ػٌَاى سٍؽ  ثِ  1«ثب الگَسٗتن طًت٘ك اًتخبة ٍٗظگٖ»اٗي پظٍّؾ، سٍؽ 

ثٌذ  کبس گشفتِ ؿذُ اػت؛ ٍ ػپغ آهَصؽ ّش دػتِ اًتخبة ٍٗظگٖ ثِ

دٍدٍٖٗ ثب صٗشهدوَػٔ ٍٗظگٖ هتفبٍت اًدبم ؿذُ اػت. اٗي فشاٌٗذ ثشإ 

ّبٕ  تؼذاد دػتِ cدػتٔ هؼألِ اًدبم ؿذُ اػت کِ  ⁄       ّؤ 

ثٌذّبٖٗ  بى هشحلٔ آهَصؽ، دػتِدّذ. اص اٗي سٍ، دس پبٗ هؼألِ سا ًـبى هٖ

 کٌٌذ.  اًذ کِ ث٘ي ّش دٍ دػتِ، قبثل٘ت توبٗض ث٘ـتشٕ سا اٗدبد هٖ اٗدبد ؿذُ

اًذ، هشصّبٕ  ثٌذّبٖٗ کِ ثب اٗي سٍؽ اٗدبد ؿذُ سٍد دػتِ اًتظبس هٖ

تشٕ( دس هقبٗؼِ  تلو٘وٖ ثب پ٘چ٘ذگٖ خغٖ کوتش )هشصّبٕ تلو٘ن ػبدُ

اؿتِ ثبؿٌذ. اٗي هَضَع ثِ اٗي ػلت إ د ثب هشص تلو٘ن هؼألٔ چٌذدػتِ

إ، ٗك دػتِ ثبٗذ تٌْب اص دػتٔ دٗگش  اػت کِ ثشإ ٗك هؼألِ دٍ دػتِ

عَس ّوضهبى  إ، ّش دػتِ ثبٗذ ثِ کِ دس هؼألِ چٌذدػتِ خذا ؿَد؛ دسحبلٖ

 ّبٕ دٗگش خذا ؿَد.  اص توبم دػتِ

 

 . هشحلٔ آصهَى3-2
، اثتذا ٗك ًبح٘ٔ    ،دس اٗي هشحلِ، ثشإ ّش الگَٕ ًبؿٌبختٔ آصهَى

ثشاػبع  DCS-LAؿَد. اٗي ًبحِ٘، هـبثِ الگَسٗتن  هحلّٖ تؼ٘٘ي هٖ

ؿَد. ػپغ،  ّوؼبِٗ اص ه٘بى الگَّبٕ آهَصؽ تؼشٗف هٖ kتشٗي  ًضدٗك

إ کِ دس  تؼذاد الگَّبٕ ّش دػتِ دس اٗي ًبحِ٘ ؿوبسؽ ؿذُ ٍ دٍ دػتِ

ّب  تشٗي دػتِ ػٌَاى هحتول اٗي ًبحِ٘ ث٘ـتشٗي تؼذاد الگَّب سا داؿتٌذ ثِ

کوك  تش، ثِ ثٌٖ٘ دٍ دػتٔ هحتول ؿًَذ. دس اٗي سٍؽ، ػول پ٘ؾ تؼ٘٘ي هٖ

ؿَد. ثشإ ّش ًؤًَ آصهَى، اگش ٗكٖ  اًدبم هٖ« حذع اٍلِ٘»ًبم  تبثؼٖ ثِ

ثٌٖ٘ ؿذُ، دػتٔ ٍاقؼٖ ًؤًَ آصهَى ثبؿذ حذع اٍلِ٘  اص دٍ دػتٔ پ٘ؾ

ثٌذّبٕ دٍدٍٖٗ  كح٘ح ثَدُ اػت.  ثشاػبع اٗي دٍ دػتِ، ٗكٖ اص دػتِ

ؿَد کِ دػتٔ ًْبٖٗ  کِ دس هشحلٔ آهَصؽ اٗدبد ؿذُ ثَد، اًتخبة هٖ

کذ سٍؽ پ٘ـٌْبدٕ سا ًـبى  ، ؿج2ِا تؼ٘٘ي کٌذ. ؿكل س   الگَٕ 

 دّذ. هٖ

 
1 Genetic Algorithm Feature Selection (GAFS) 

 ٍرٍدی

دٌّذٓ  ًـبى   ،کِ  { {           }    |{     }}  الگَّبٕ آهَصؽ،  ■

 دػتٔ كح٘ح ّش الگَ اػت.

 ثٌذٕ دٍدٍٖٗ  الگَسٗتن دػتِ ■

 هرحلة  هَ ش

 اًدبم ثذُ        ثِ اصإ 

 اًدبم ثذُ          اصإ  ثِ

     ّبٕ آهَصؽ هتٌبظش،  سا ثب اػتفبدُ اص دادُ     ثٌذّبٕ دٍدٍٖٗ  . دػت1ِ

 ، اٗدبد کي: { {     }   |{     }}

 ّبٕ هَخَد ثٌذ ثب توبم ٍٗظگٖ . الف. آهَصؽ ّش دػت1ِ

ثْتشٗي صٗشهدوَػٔ ٍٗظگٖ ثشإ توبٗض دٍ دػتِ سا  GAFS.ة. ثب اػتفبدُ اص 1

 ثب آى صٗشهدوَػِ اًدبم ثذُ     ثٌذ  ث٘بة ٍ آهَصؽ دػتِ

 سا ثِ ؿَسا اضبفِ کي     ثٌذ  . دػت2ِ

   ثِ اصإ ّش الگَٕ آصهَى هرحلة   هَى: 

ّبٕ آهَصؽ  تشٗي ّوؼبِٗ اص دادُ ًضدٗك kكَست  سا ثِ   . ًبح٘ٔ هحلّٖ الگَٕ 1

 تؼشٗف کي.

تشٗي  ػٌَاى هحتول إ کِ دس اٗي ًبحِ٘ ث٘ـتشٗي تؼذاد الگَّب سا داسًذ، ثِ . دٍ دػت2ِ

                         {     }   ّبٕ هوكي تؼ٘٘ي کي:  دػتِ

 سا تؼ٘٘ي کي.   سا فشاثخَاى ٍ دػتٔ الگَٕ      ثٌذ  . دػت3ِ

 . ؿجِ کذ الگَسٗتن پ٘ـٌْبد2ٕؿكل 

 

  را  یّا دادُ  رٍش تا هجوَ ِ  هایص  -4
دس  اٗي ثخؾ، ثشإ آصهَى کبساٖٗ سٍؽ پ٘ـٌْبدٕ، آصهبٗؾ 

تدشثٖ سٍؽ ٍ هقبٗؼٔ آى ثب سٍؿْبٕ دٗگش آٍسدُ ؿذُ اػت. سٍؽ 

-DCS، سٍؽ 2ثٌذ هٌفشد  ( ثب هذل دػت2ٍِ ًؼخٔ  1پ٘ـٌْبدٕ هقبلِ )ًؼخٔ 

DCS-LA( ٖٗدٍ سٍؽ هغشح ػ٘ؼتوْبٕ ؿَسا ٍ ،Bagging  ٍ

RSMُاًذ. دس اداهٔ اٗي ثخؾ، اثتذا تٌظ٘وبت آصهبٗـْب ث٘بى  ( هقبٗؼِ ؿذ

ؿذُ ٍ ػپغ ًتبٗح تدشثٖ آصهبٗـْب اسائِ ؿذُ اػت. سٍؿْبٕ رکش ؿذُ،  

آصهَى ؿذُ اػت.  UCI3 [18]هدوَػِ دادٓ هخضى دادٓ  14ثب اػتفبدُ اص 

ّبٕ دادُ ثِ ٍفَس دس پظٍّـْبٕ ٗبدگ٘شٕ هبؿ٘ي ثشإ  اٗي هدوَػِ

ـخلبت ه 1کبسگشفتِ ؿذُ اػت. خذٍل  اسصٗبثٖ الگَسٗتوْبٕ هختلف ثِ

ّبٕ  ّب، تؼذاد الگَّب ٍ تؼذاد ٍٗظگٖ ّش هدوَػِ دادُ ؿبهل تؼذاد دػتِ

 دّذ. ّش هدوَػِ سا ًـبى هٖ

 . تٌظ٘وبت آصهبٗؾ4-1
ثٌذ پبِٗ  ػٌَاى دػتِ ( ثSVMِدس اٗي هقبلِ، اص هبؿ٘ي ثشداس پـت٘جبى )

اػت. ثشاػبع ًتبٗح آصهبٗـْبٕ اٍلِ٘،   دس ػ٘ؼتن ؿَساٖٗ اػتفبدُ ؿذُ

ثٌذّبٕ پبِٗ دس ؿَسا( ثشإ ػ٘ؼتوْبٕ ؿَساٖٗ   َسا )تؼذاد دػتِاًذاصٓ ؿ

(DCS-LA  ،Bagging  ٍRSM )25  تؼ٘٘ي ؿذُ اػت؛ ّوچٌ٘ي ًتبٗح

ثٌذٕ سا  دّذ اٗي هقذاس ثْتشٗي ًت٘دٔ دػتِ پظٍّـْبٕ هختلف ًـبى هٖ

ٍ سٍؽ پ٘ـٌْبدٕ هقبلِ، هقذاس  DCS-LA. دس سٍؽ [19]ؿَد  هَخت هٖ

k  ثشإ تؼ٘٘ي ًبح٘ٔ هحلّٖ )ًبح٘ٔ ّوؼبٗگٖ( اص ه٘بى چْبس هقذاس اًتخبة

 
2 single classifier  
3 UCI machine learning repository 
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ثٌذٕ حبكل اص  . ثشإ ّش هدوَػِ دادُ، ًتبٗح دػت15ِ ٍ 11، 7، 4اًذ:  ؿذُ

 آٍسدُ ؿذُ اػت. kثْتشٗي هقذاس 

 اػتفبدُ هَسد ّبٕ دادُ هدوَػِ هـخلبت. 1 خذٍل
   ذاد  ّا   ذاد ٍی گی

 ا  َّا 

  ذاد  

 ّا دستِ

  هجوَ ِ دادُ

8 4177 3 Abalone 1 

4 625 3 Balance 2 

6 1728 4 Car 3 

9 1473 3 Cmc 4 

34 366 6 Derm 5 

7 

 

336 8 Ecoli 6 

10 214 7 Glass 7 

4 150 3 Iris 8 

18 148 4 Lymph 9 

16 10992 10 Pendigits 10 

36 6435 6 Sat 11 

13 178 3 Wine 12 

8 1484 10 Yeast 13 

16 101 7 Zoo 14 
 

 

اًدبم ؿذُ  9/7ًؼخٔ  Matlabافضاس  ّؤ آصهبٗـْب ثب اػتفبدُ اص ًشم

(  1/3)ًؼخٔ  LibSVMافضاسٕ  ، اص ثؼتٔ ًشمSVMػبصٕ  اػت. ثشإ پ٘بدُ

ض ػبصٕ سٍؿْبٕ دٗگش ً٘ اػتفبدُ ؿذُ اػت. پ٘بدُ 1ثب ّؼتٔ خغٖ [20]

 کذ آًْب اًدبم ؿذُ اػت.  ثشاػبع ؿجِ

)تقؼ٘ن الگَّب  Holdoutػٌَاى ٗك قبػذٓ کلّٖ، سٍؽ هشػَم  ثِ

ّبٕ ثضسگ  دادُ  ثِ دٍ هدوَػٔ آهَصؽ ٍ آصهَى( ثشإ هدوَػِ

تؼذاد الگَ( اػتفبدُ ؿذُ اػت. دس اٗي  4000ّبٕ ثب ث٘ؾ اص  )هدوَػِ

%( 30%( ٍ آصهَى )70ّبٕ هؼألِ ثِ دٍ هدوَػٔ آهَصؽ ) هَاسد، ًوًَِ

 2ثخـٖ دادُ-5ّب، سٍؽ تقؼ٘ن  اًذ. ثشإ ػبٗش هدوَػِ دادُ تقؼ٘ن ؿذُ

 کبسگشفتِ ؿذُ اػت.  ثِ

دس ًؼخٔ دٍمّ سٍؽ پ٘ـٌْبدٕ، اسصٗبثٖ هدوَػِ ٍٗظگٖ ثشاػبع 

%( 40%( ٍ اػتجبسٗبثٖ )60تقؼ٘ن دادٓ آهَصؽ ثِ دٍ هدوَػٔ آهَصؽ )

ٕ اسصٗبثٖ اٍل٘ٔ صٗشهدوَػٔ اًدبم ؿذُ اػت. هدوَػٔ اػتجبسٗبثٖ، ثشا

ؿَد. دس سٍؽ اًتخبة ٍٗظگٖ ثب الگَسٗتن  کبس گشفتِ هٖ ٍٗظگٖ ثِ

%، ٍ 50، ضشٗت تقبعغ  ثشاثش ثب 15طًت٘ك، اًذاصٓ خوؼ٘ت اٍلِ٘ ثشاثش 

% تؼ٘٘ي ؿذُ اًذ. فشاٌٗذ تكشاسٕ سٍؽ، ؿبهل 10ضشٗت خْؾ ثشاثش ثب 

ى دادُ اػت کِ ّبٕ اٍلِ٘ ًـب تكشاس )ًؼل( اػت. ثشسػٖ 10حذاکثش 

ثشاٗي، اگش  ٗبثذ. ػلاٍُ تكشاس ثْجَد ًوٖ 10ثٌذٕ پغ اص   كحت دػتِ

ؿَد.  تكشاس هتَالٖ ثْجَد ً٘بثذ، فشاٌٗذ هتَقف هٖ 3ثٌذٕ دس  كحّت دػتِ

اًتخبة  1ٗب  0دس اثتذا، هقبدٗش طًْبٕ ّش کشٍهَصٍم ثِ عَس تلبدفٖ ثشاثش 

َصٍم )هدوَػٔ ؿذُ اػت. ه٘ضاى هَفق٘ت )هقذاس ثشاصؽ( ّش کشٍه

 
1 linear kernel  
2 5-fold cross validation 

ثٌذٕ آى ثش سٍٕ هدوَػٔ اػتجبسٗبثٖ اػت. دس  ٍٗظگٖ( ثشاثش كحّت دػتِ

ػٌَاى صٗشهدوَػٔ  اًتْبٕ فشاٌٗذ، کشٍهَصٍم ثب ث٘ـتشٗي هقذاس ثشاصؽ ثِ

 ٍٗظگٖ ثٌِْ٘ اًتخبة ؿذُ اػت. 

 .  ًتبٗح آصهبٗـْب4-2
، DCS-LA  ،Baggingثٌذِ هٌفشد، سٍؿْبٕ  ، كحّت دػت2ِخذٍل 

 ٍRSM  ٍ ٔدّذ. دس  ( سا ًـبى ه2ٍٖ  1ً٘ض ًتبٗح سٍؽ پ٘ـٌْبدٕ )ًؼخ

 20ثٌذٕ حبكل اص  اٗي خذٍل، ه٘بًگ٘ي ٍ اًحشاف اػتبًذاسد كحّت دػتِ

ثبس تكشاس ّش سٍؽ ثشإ ّش هدوَػِ دادُ آٍسدُ ؿذُ اػت. ثشإ ّش 

دػت آهذُ پشسًگ ؿذُ اػت. ػتَى آخش  هدوَػِ دادُ، ثْتشٗي ًت٘دِ ثِ

دّذ. كحّت  سا ًـبى هٖ« حذع اٍّلِ٘»كحّت ، ه٘بًگ٘ي 2خذٍل 

ّبٕ آصهَى اػت کِ ٗكٖ اص دٍ  ثٌذٕ اٗي تبثغ ثشاثش ثب ًؼجت ًوًَِ دػتِ

 ؿذُ، دػتٔ ٍاقؼٖ ًؤًَ آصهَى ثبؿذ.  ثٌٖ٘ دػتٔ پ٘ؾ

 tثشإ هقبٗؼٔ آهبسٕ سٍؽ پ٘ـٌْبدٕ ثب ػبٗش سٍؿْب، اص آصهَى 

 3اػت. خذٍل % اػتفبدُ ؿذُ 95 ٌبى٘اعودس ػغح  3عشفِ صٍخٖ ٗك

دّذ. دس  ًت٘دٔ هقبٗؼٔ آهبسٕ سٍؽ پ٘ـٌْبدٕ ثب سٍؿْبٕ دٗگش سا ًـبى هٖ

اٗي خذٍل، ثشتشٕ سٍؽ دس ٗك هدوَػِ دادُ دس هقبٗؼِ ثب سٍؽ دٗگش ثب 

( ًـبى دادُ ؿذُ اػت؛ -( ٍ ضؼف آى سٍؽ ثب ػلاهت )+ػلاهت )

ؿتِ ّوچٌ٘ي اگش ًت٘دٔ سٍؽ پ٘ـٌْبدٕ تفبٍت هؼٌبداسٕ ثب سٍؽ دٗگش ًذا

ٍ  1ثبؿذ، ّ٘چ ػلاهتٖ دسج ًـذُ اػت. هقبٗؼِ ًتبٗح ّش سٍؽ ثب ًؼخٔ 

سٍؽ پ٘ـٌْبدٕ ثب ػلاهت هو٘ض )/( خذا ؿذُ اػت. دٍ سدٗف  2ًؼخٔ 

ٍ  1سٍؽ پ٘ـٌْبدٕ )ًؼخٔ  4«تؼبٍٕ-ثبخت -ثشد»، هقبٗؼٔ 3آخش خذٍل 

دّذ. اٍل٘ي هقذاس اٗي  ( سا ثب دٗگش سٍؿْب ثشاػبع آصهَى آهبسٕ ًـبى ه2ٖ

ثٌذٕ  دّذ کِ ًتبٗح دػتِ ّبٖٗ سا ًـبى هٖ بخق، تؼذاد هدوَػِ دادُؿ

سٍؽ پ٘ـٌْبدٕ ثشتشٕ هؼٌبداسٕ ثب سٍؽ هقبثل داسد؛ ثِ عَس هـبثِ، 

ّبٖٗ اػت کِ ًتبٗح  دٍه٘ي هقذاس اٗي ؿبخق، تؼذاد هدوَػِ دادُ

ثٌذٕ سٍؽ هقبثل ثشتشٕ هؼٌبداسٕ  ثب سٍؽ پ٘ـٌْبدٕ داسد ٍ ػَه٘ي  دػتِ

ّبٖٗ اػت کِ تفبٍت هؼٌبداسٕ  ؿبخق، تؼذاد هدوَػِ دادُهقذاس اٗي 

 ث٘ي سٍؽ پ٘ـٌْبدٕ ٍ سٍؽ هقبثل ٍخَد ًذاسد. 

 

 . هقبٗؼٔ دٍ ًؼخٔ سٍؽ پ٘ـٌْبد4-2-1ٕ

ػبصٕ دٍ ًؼخٔ سٍؽ پ٘ـٌْبدٕ دس  ثشسػٖ ًتبٗح حبكل اص پ٘بدُ

دٌّذ؛ ثب اٗي  دّذ کِ ّش دٍ ًؼخِ، ًتبٗح هـبثْٖ سا هٖ ًـبى هٖ 2خذٍل 

دّذ. ًت٘دٔ هْن حبكل اص  دػت هٖ ًؼخٔ اٍل ًتبٗح کلّٖ ثْتشٕ سا ثِحبل، 

ّبٕ ًؼجتبً کَچكتش، ًؼخٔ اٍلّ  اٗي هقبٗؼِ اٗي اػت کِ ثشإ هدوَػِ دادُ

کٌذ. ًتبٗح ضؼ٘ف ًؼخٔ دٍمّ، هٖ تَاًذ ًبؿٖ اص  ًتبٗح ثْتشٕ سا اٗدبد هٖ

الگَسٗتن طًت٘ك دس اًتخبة صٗشهدوَػٔ ٍٗظگٖ ثش سٍٕ  5ٍسآهَصٕ

ثٌذّبٕ  لگَّبٕ آهَصؽ ثبؿذ؛ چشا کِ تؼذاد الگَّب ثشإ اٗدبد دػتِا

 دٍدٍٖٗ کِ خَة آهَصؽ دٗذُ ثبؿٌذ، کن اػت.

 
3 one-tailed paired t-test 
4 win–loss–tie 
5 overfitting 
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س اٍ يِحذ  DCS-DQ .v2 DCS-DQ.v1 RSM Bagging DCS-LA single SVM ُهجوَ ِ داد  
91.08 63.86 ± 0.72 64.24  ± 0.99 62.58 ± 1.55 62.40 ± 1.46 57.71 ± 1.35 63.97 ± 0.21 Abalone 1 

98.72 92.64 ± 1.06 93.46  ± 0.67 78.51 ± 2.03 90.84 ± 0.81 78.91 ± 0.53 91.45 ± 0.72 Balance 2 

99.18 86.31 ± 0.45 87.00  ± 0.30 70.02 ± 0.00 84.91 ± 0.34 70.02 ± 0.00 84.90 ± 0.37 Car 3 

82.13 52.24 ± 0.55 51.67  ± 0.87 47.43 ± 1.28 51.44 ± 0.45 51.62 ± 0.35 51.03 ± 0.63 Cmc 4 

99.78 97.66 ± 0.90 96.39  ± 0.42 97.94 ± 0.44 96.63 ± 0.48 93.69 ± 0.60 95.97 ± 0.69 Derm 5 

94.58 78.07 ± 2.30 80.02  ± 1.51 76.64 ± 1.23 76.43 ± 0.32 67.63 ± 1.15 80.16 ± 0.75 Ecoli 6 

89.43 63.93 ± 1.89 64.37  ± 1.34 56.87 ± 1.80 59.71 ± 2.54 60.56 ± 0.94 64.17 ± 2.26 Glass 7 

99.96 96.60 ± 1.24 98.13  ± 0.70 95.40 ± 0.91 97.50 ± 0.99 95.27 ± 1.05 97.47 ± 1.01 Iris 8 

96.21 80.62 ± 5.11 80.09  ± 4.40 82.97 ± 1.08 82.53 ± 1.43 78.48 ± 0.74 82.96 ± 1.79 Lymph 9 

99.84 98.76 ± 0.12 98.95  ± 0.13 96.47 ± 0.36 98.09 ± 0.25 97.47 ± 0.28 97.66 ± 0.30 Pendigits 10 

98.36 89.67 ± 0.54 88.97  ± 0.47 87.08 ± 0.64 87.00 ± 0.64 87.28 ± 0.64 86.24 ± 0.72 Sat 11 
95.95 92.17 ± 1.09 93.22  ± 1.22 96.41 ± 0.75 94.80 ± 1.28 93.21 ± 0.81 95.00 ± 0.90 Wine 12 

83.21 55.70 ± 0.42 56.31  ± 0.67 43.30 ± 1.73 50.94 ± 0.49 50.73 ± 0.98 54.41 ± 0.46 Yeast 13 

98.3 83.22 ± 2.51 94.05  ± 1.40 93.54 ± 2.22  94.70 ± 1.41 89.24 ± 1.00 95.07 ± 1.41 Zoo 14 

RSM Bagging DCS-LA single SVM ُهجوَ ِ داد  

+ / + + / + + / +  /  Abalone 1 

+ / + + / + + / + + / + Balance 2 

+ / + + / + + / + + / + Car 3 

+ / +   / +   /   + / + Cmc 4 

- /   - / + + / + + / + Derm 5 

+ / + + / + + / +  / - Ecoli 6 

+ / + + / + + / +  /  Glass 7 

+ / + + /   + / + + / - Iris 8 

  /     /   + /    /  Lymph 9 

+ / + + / + + / + + / + Pendigits 10 

+ / + + / + + / + + / + Sat 11 

- / - - / -   / - - / - Wine 12 

+ / + + / + + / + + / + Yeast 13 

+ / - + / - + / -  / - Zoo 14 

1  /2 /11  2  /2 /10  2  /0  /12  4  /1  /8  (1)ًسخة  ساٍی /  تاخت /  ترد  

2  /2  /10  2  /2  /10  2  /2 /10  4  /3 /7  (2 ساٍی /  تاخت /  ترد )ًسخة  

( ًـبى دادُ ؿذُ -ثب ػلاهت )+( ٍ ثبخت سٍؽ ثب ػلاهت ) گشٗثب سٍؽ د ؼِٗهدوَػِ دادُ دس هقب كٗدس  پ٘ـٌْبدٕ سٍؽ ٕثشتش

ّش سٍؽ  حًٗتب ؼِٗدسج ًـذُ اػت. هقب ٖػلاهت چً٘ذاؿتِ ثبؿذ، ّ گشٗثب سٍؽ د ٕتفبٍت هؼٌبداس ٕـٌْبد٘سٍؽ پ دٔ٘اػت. اگش ًت

 )/( خذا ؿذُ اػت. ض٘ثب ػلاهت هو ٕـٌْبد٘سٍؽ پ 2ٍ  1ثب ًؼخٔ 

ّوخَاى اػت کِ ًـبى  [23, 22, 21]اٗي ًت٘دِ ثب ًتبٗح پظٍّـْبٕ  

سٗتن طًت٘ك دس اًتخبة صٗشهدوَػِ ٍٗظگٖ توبٗل ثِ دّذ الگَ هٖ

، ًؼخٔ دٍم سٍؽ Zooٍسآهَصٕ داسد. ثشإ ًوًَِ ثشإ هدوَػِ دادٓ 

کٌذ کِ اٗي  پ٘ـٌْبدٕ ًتبٗح ثذتشٕ سا دس هقبٗؼِ ثب ًؼخٔ اٍلّ اسائِ هٖ

ّبٕ ّش دػتِ اػت. ثِ ػلت ثشتشٕ ًؼخٔ  هَضَع ًبؿٖ اص تؼذاد کن ًوًَِ

  داهِ، ػبٗش سٍؿْب ثب ًؼخِ اٍلّ سٍؽ پ٘ـٌْبدٕ هقبٗؼِاٍلّ الگَسٗتن، دس ا

 ؿذُ اػت. 

 ثٌذ هٌفشد . هقبٗؼِ ثب دػت4-2-2ِ

هدوَػِ دادٓ  8ًـبى دادُ ؿذُ اػت، ثشإ  3ّوبًگًَِ کِ دس خذٍل 

هَسد اػتفبدُ، ًتبٗح ًؼخٔ اٍل سٍؽ پ٘ـٌْبدٕ ثشتشٕ هؼٌبداسٕ سا ًؼجت 

تٌْب دس  SVMثٌذ هٌفشد  ، دػتِدّذ. اص عشفٖ ثٌذ هٌفشد ًـبى هٖ ثِ دػتِ

ٗك هدوَػِ دادُ كحّت ث٘ـتشٕ سا ًؼجت ثِ سٍؽ پ٘ـٌْبدٕ ًـبى 

ثٌذٕ ثشإ  دّذ. ًت٘دٔ قبثل تَخِ دٗگش اٗي کِ ثْجَد كحّت دػتِ هٖ

تش ث٘ـتش اػت. ثشإ ًوًَِ، ثشإ هدوَػِ  ّبٕ ثضسگ هدوَػِ دادُ

% 2ث٘ؾ اص  ثٌذٕ ثْجَد كحّت دػتِ Car  ،Balance ٍ ،Satّبٕ  دادُ

 اػت. 

 ّبٕ تشاص دادُ ثب اػتفبدُ اص هدوَػِ  ( ٍ ػبٗش سٍؿْب 2ٍ 1ثٌذٕ سٍؽ پ٘ـٌْبدٕ )ًؼخٔ  . ه٘بًگ٘ي ٍ اًحشاف هؼ٘بس كحّت دػت2ِخذٍل 

 

 ( ثب ػبٗش سٍؿْب ثشاػبع آصهَى آهبسٕ  2ٍ 1. ًتبٗح هقبٗؼٔ سٍؽ پ٘ـٌْبدٕ )ًؼخٔ 3خذٍل 
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 ثٌذ ثش اػبع كحّت هحلٖ هقبٗؼِ ثب سٍٗكشد اًتخبة دػتِ. 4-2-3

 DCS-LAثٌذٕ ًؼخٔ اٍل سٍؽ پ٘ـٌْبدٕ ٍ سٍؽ  هقبٗؼٔ كحّت دػتِ 

هدوَػِ دادٓ  9ثٌذٕ دس  دّذ کِ كحّت دػتِ ًـبى هٖ 2دس خذٍل 

% ثْجَد ٗبفتِ اػت. ث٘ـتشٗي ه٘ضاى ثْجَد كحّت 2آصهبٗؾ ث٘ؾ اص 

عَس کلٖ، ًؼخٔ اٍل  اػت. ثِ Car% ثشإ هدوَػِ دادٓ 98/16ثٌذٕ  دػتِ

هدوَػِ دادٓ هَخَد ًتبٗح ثْتشٕ سا ًـبى  14سٍؽ پ٘ـٌْبدٕ ثشإ توبم 

 هدوَػِ دادُ تفبٍت هؼٌبداس آهبسٕ ً٘ض ٍخَد داسد.    12شإ دّذ کِ ث هٖ

 ثٌذّب هقبٗؼِ ثب سٍؿْبٕ ؿَساٖٗ ادغبم دػتِ. 4-2-4

هدوَػِ دادٓ آصهبٗؾ، ّ٘چكذام اص  12دّذ ثشإ  ًـبى هٖ 3ًتبٗح خذٍل 

( اص ًظش آهبسٕ ثْجَد Bagging  ٍRSMثٌذّب ) سٍؿْبٕ ادغبم دػتِ

دٌّذ. اص  اٍل سٍؽ پ٘ـْبدٕ ًـبى ًوٖ هؼٌبداسٕ سا دسهقبٗؼِ ثب ًؼخٔ

هدوَػِ دادُ، ًؼخٔ اٍل سٍؽ پ٘ـٌْبدٕ ثشتشٕ  10عشفٖ، دس حذاقل 

 دّذ.  دػت هٖ ثٌذّب ثِ هؼٌبداسٕ سا ًؼجت ثِ سٍؿْبٕ ادغبم دػتِ

ثٌذٕ کوتشٕ سا  % كحّت دػت16ِث٘ؾ اص  RSMّب،  دادُ  دسثشخٖ هدوَػِ

ثٌذٕ  كحّت دػتِ RSMؽ ّبٖٗ کِ ثب سٍ دادُ  دّذ. هدوَػِ ًـبى هٖ

ّبٖٗ ّؼتٌذ کِ ٍاثؼتگٖ  دّذ احتوبلا داسإ ٍٗظگٖ خَثٖ سا ًـبى ًوٖ

کوٖ ثب ّن داسًذ ٍ ٍخَد آًْب دس ّش هدوَػِ ٍٗظگٖ الضاهٖ اػت. ًتبٗح 

 ً٘ض هؤٗذ اٗي هغلت اػت.   [24]پظٍّؾ 

 ٖهحبػجبت ٌّٔٗض ٔؼٗهقب. 4-3
هختلف،  ّبٕ سٍؽ ٖهحبػجبت ٌّٔٗض ٔؼٗهقب ٕثشا ؼِٗساُ هقب يثْتشٗ

دس اٗي پظٍّؾ، توبهٖ . اػت هـبثِ ظٗدس ؿشا ٕ ّش سٍؽاخشا صهبى

ثب  إ ساٗبًِ: اًدبم ؿذُ اػت رٗل ٕػخت افضاس بتهـخل ْب ثبـٗآصهب

. RAMحبفظٔ  Intel Core 2 Duo 2.26GHz  ٍ2GBپشداصًذٓ 

سا ًـبى ّش هدوَػِ دادُ  اخشإ ّش سٍؽ ثشإصهبى هتَػظ  4خذٍل 

 .دّذ هٖ

 

 SVMثٌذ هٌفشد  ًـبى دادُ ؿذُ، دػتِ 4ّوبًگًَِ کِ دس خذٍل 

  ثٌذٕ هدوَػِ سٍؽ پ٘ـٌْبدٕ ثشإ دػتِ 1ًؼخٔ  تش اص  کوٖ ػشٗغ

تش  ّبٕ کَچك اػت. ثب اٗي حبل، صهبًٖ کِ هدوَػِ دادُ ثضسگ دادُ

ٗبثذ، ؿشاٗظ تغ٘٘ش  ّبٕ هؼألِ افضاٗؾ هٖ  ٍٗظُ تؼذاد دػتِ ؿَد ٍ ثِ هٖ

 ,Abalone ،Car, Satّب )هبًٌذ  دادُ   هدوَػِ کٌذ. دس اٗي هٖ

Pendigits  ٍCmcِثٌذ هٌفشد ػول  (، سٍؽ پ٘ـٌْبدٕ ػشٗؼتش اص دػت

ثٌذ،  ثٌذ ٍ اًتخبة دػتِ کٌذ. دس هقبٗؼِ ثب سٍؿْبٕ ؿَساٖٗ ادغبم دػتِ هٖ

إ دس صهبى اخشإ سٍؿْب ٍخَد داسد: ًؼخٔ اٍل  تفبٍت قبثل هلاحظِ

ٍ حذٍد  Bagging  ٍRSMتش اص  بس ػشٗغث 5سٍؽ پ٘ـٌْبدٕ، حذٍد 

 اػت.  DCS-LAتش اص  ثبس ػشٗغ 10

ا وال رٍش  يطٌْادی در ضٌاسایی ا  َّای  -5

 تَیایی

ّبٕ ثَ  دس اٗي ثخؾ سٍؽ پ٘ـٌْبدٕ هقبلِ ثشإ تـخ٘ق ساٗحِ

ّبٕ تدشثٖ  کبس گشفتِ ؿذُ اػت.هدوَػِ دادٓ الگَّبٕ ثَٗبٖٗ، دادُ ثِ

کِ اهكبى دػتشػٖ ثِ آى اص  [25]اػت  1بىث٘ هشثَط ثِ ػِ ًَع ؿ٘شٗي

حؼگش  12ّبٕ هختلف دس هؼشم  ًوًَِ. [26]عشٗق ٍة ٍخَد داسد 

قشاس گشفتِ ٍ هقبدٗش ػ٘گٌبل خشٍخٖ ّش حؼگش )پبػخ  2اکؼ٘ذ فلض

اًذ. اٗي  ّبٕ هدوَػِ گشدآٍسٕ ؿذُ ػٌَاى دادُ گزسإ حؼگش( ثِ

ػ٘گٌبل  12ًوًَِ اػت کِ ّش ًوًَِ خَد ؿبهل  18هدوَػِ دادُ ؿبهل 

 ×حؼگش »ٕ ػِ ثؼذ )ثِ تؼذاد حؼگشّب( اػت. لزا اٗي هدوَػِ دادُ داسا

ػٌلش )ثِ تؼذاد حؼگشّب(، ثُؼذ  12اػت. ثُؼذ حؼگش ؿبهل « ًوًَِ ×صهبى 

ثبًِ٘ ػ٘گٌبل خشٍخٖ حؼگش ّوشاُ ثب  240ػٌلش )هقبدٗش  241صهبى ؿبهل 

تؼذاد  ػٌلش )ثِ 18ؿبهل  ّب (، ٍ ثُؼذ ًوًَِ     هقذاس هجٌبٕ حؼگش 

 
1 licorice 
2 metal oxide sensor (MOS)   

 ثشإ ّش هدوَػِ دادُ (ِ٘ثبً ثِ)اخشإ ّش سٍؽ صهبى هتَػظ . 4خذٍل 

DCS-DQ .v2 DCS-DQ.v1 RSM Bagging DCS-LA single SVM ُهجوَ ِ داد 

221.24 1.02 8.12 3.29 12.70 1.86 Abalone 

35.59 0.06 0.92 0.26 1.34 0.05 Balance 

231.25 0.45 4.89 2.34 7.09 0.54 Car 

100.15 0.14 0.47 0.26 0.96 0.05 Ecoli 

8.87 0.07 0.69 0.34 0.99 0.05 Glass 

0.56 0.01 0.07 0.04 0.17 0.01 Iris 

215.88 1.46 36.59 12.11 1.92 1.24 Wine 

40.05 0.50 7.76 3.22 13.23 0.63 Yeast 

6.77 0.05 0.25 0.14 0.47 0.03 Zoo 

2911.30 60.82 499.97 402.05 488.82 70.03 Sat 

3432.66 34.99 147.51 124.96 894.23 44.23 Pendigits 

1.87 0.03 0.17 0.11 0.29 0.03 Lymph 

157.15 3.42 26.92 18.10 50.12 3.10 Cmc 

12.84 0.17 1.91 1.28 1.17 0.11 Derm 

 هجوَع 121.96 1473.50 568.50 736.24 103.19 7376.18
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ِ ًَع خَة، ثذ ٍ فبػذؿذُ ؿبهل ػ ث٘بى ّبٕ  ؿ٘شٗي ّب( اػت. ًوًَِ ًوًَِ

 .[25]ًوًَِ اص ّش ًَع ٍخَد داسد  6ّؼتٌذ کِ 

 پشداصؽ ػ٘گٌبلْبٕ ثَ . پ٘ؾ5-1

 . تٌظ٘ن هجٌب 5-1-1

دس اٗي پظٍّؾ اص سٍؽ کؼشٕ ثشإ تٌظ٘ن هجٌبٕ پبػخ حؼگش، عجق 

ؿذُ  ساثغٔ صٗش، اػتفبدُ ؿذُ اػت کِ دسًت٘دِ پبػخٖ ثذٍى ثُؼذ ٍ ٌّدبس

 .[27]خَاّ٘ن داؿت 

      
            

     
 

 

پبػخ تجذٗل       پبػخ حؼگش ٍ       پبػخ هجٌب،       کِ 

( ًتبٗح تٌظ٘ن هجٌبٕ پبػخ حؼگشّب ثشإ ًؤًَ 3ٗبفتٔ حؼگش اػت. ؿكل )

 . ّوشاُ ثب پبػخ اٍل٘ٔ حؼگشّب ثشإ اٗي ًوًَِ ًـبى هٖ دّذ اٍلّ

 
 الف( 

  
 ة( 

حؼگش ثِ ًؤًَ اٍّل ٍ ة( پبػخ حؼگشّب  12. الف( پبػخ اٍل٘ٔ 3ؿكل 

 پغ اص تٌظ٘ن هجٌب ثِ سٍؽ کؼشٕ ثِ ًؤًَ اٍّل

دّذ.  حؼگش سا ثِ ًؤًَ اٍلّ ًـبى هٖ 12ػ٘گٌبل پبػخ  4ؿكل 

ّبٕ دٗگش ً٘ض کبهلاً هـبثِ ًؤًَ اٍلّ  ػ٘گٌبلْبٕ پبػخ حؼگشّب ثشإ ًوًَِ

ثشإ ًؤًَ اٍل تكشاسپزٗشٕ  1اػت. هغبثق ؿكل، ػ٘گٌبل پبػخ حؼگش 

سٍ،  دّذ ٍ ّوچٌ٘ي ّوشاُ ثب ًَٗض صٗبدٕ اػت. اص اٗي پبػخ سا ًـبى ًوٖ

ًؤًَ هدوَػِ دادٓ ؿ٘شٗي ث٘بى دس  18ٕ پبػخ حؼگش اٍلّ ثِ ػ٘گٌبلْب

 پشداصؿْبٕ ثؼذٕ هؼألِ حزف ؿذُ اػت. 

 . اػتخشاج ٍٗظگ5-2ٖ
پشداصؽ ٍ اػتخشاج ٍٗظگٖ اص ػ٘گٌبل اٍل٘ٔ حؼگشّبٕ گبص  دس پ٘ؾ

دس ثٌٖ٘ الكتشًٍ٘كٖ، دٍ سٍٗكشد ٍخَد داسد: اػتفبدُ اص ػ٘گٌبل پبػخ دس 

. سٍؽ هبًب، رخ٘شٓ [28]ػ٘گٌبل  2ص پبػخ گزسإٍ اػتفبدُ ا 1حبلت هبًب

پشداصؽ آى ثب سٍؿْبٕ  هقذاس ػ٘گٌبل پبػخ دس حبلت ًْبٖٗ ٍ ػپغ 

هشػَم اػت. اٗي سٍؽ ثخـْبٕ گزسإ ػ٘گٌبل کِ هوكي اػت 

ثٌذٕ  گ٘شد ٍ فشاٌٗذ دػتِ اعلاػبت صٗبدٕ سا دسثشداؿتِ ثبؿٌذ، دسًظش ًوٖ

ّبٕ ثْتش  . سٍؽ ًَٗي دس اػتخشاج ٍٗظگٖ[29]تش خَاّذ ثَد  پ٘چ٘ذُ

ثش کبّؾ فشاٌٗذ  اػتفبدُ اص پبػخ گزسإ حؼگش اػت. دس اٗي سٍؽ ػلاٍُ

. دس [30]ؿَد  دسٗبفت دادُ،  هَخت افضاٗؾ عَل ػوش حؼگش ً٘ض هٖ

ػبلْبٕ اخ٘ش ثشخٖ پظٍّـْب سٍؿْبٕ هختلفٖ سا ثشإ اػتخشاج ٍٗظگٖ اص 

ّبٖٗ کِ دس پظٍّـْبٕ  ًذ. هْوتشٗي ٍٗظگٖا کبس ثشدُ ػ٘گٌبل حؼگش ثِ

تفبدُ اص پبػخ گزسإ ػ٘گٌبل اػتخشاج ؿذُ اػت ؿبهل: هختلف ثب اػ

 3إ ثٌذٕ صهبًٖ پٌدشُ ؛ تقؼ٘ن [32, 31]ّبٕ صهبًٖ  ه٘بًگ٘ي هقبدٗش ثبصُ

؛ هؼبحت صٗشهٌحٌٖ )اًتگشال( پبػخ حؼگش  [34, 33]ػ٘گٌبل حؼگش 

ثغ خغبٕ پبػخ گزسإ ثَٕ ؛ هش [35]؛ ث٘ـتشٗي هقذاس پبػخ حؼگش  [31]

ػ٘گٌبل  Padé-Z، تجذٗل [36]ًؤًَ آصهَى ثب پبػخ گزسإ ًؤًَ هشخغ 

 اػت.  [38, 30]ٍ ً٘ض اػتفبدُ اص تحل٘ل هَخك ػ٘گٌبل حؼگش  [37]

دس اٗي هقبلِ دٍ ٍٗظگٖ اص ػ٘گٌبل گزسإ حؼگشّب اػتخشاج ؿذًذ 

( ه٘بًگ٘ي 2( هقذاس اکؼتشهن )ث٘ـٌِ٘ ٗب کوٌ٘ٔ( ػ٘گٌبل؛ 1کِ ػجبستٌذ اص: 

)دٍ ثشاثش  22ّب ثشاثش  هقبدٗش پبػخ حؼگش. اص اٗي سٍ اثؼبد فضبٕ ٍٗظگٖ

تؼذاد حؼگشّب( خَاّذ ثَد. اػتخشاج ٍٗظگٖ اص پبػخ گزسإ حؼگشّب، 

 پغ اص تٌظ٘ن هجٌب اًدبم ؿذُ اػت.

 ثٌذٕ ثشإ هدوَػِ دادٓ ثَٗبٖٗ . ًتبٗح دػت5-3ِ
 4ثخـٖ k قبثلهت اػتجبسٗبثٖسٍؽ اػتجبسٗبثٖ آصهبٗـْب ثب اػتفبدُ اص 

ّبٕ هدوَػِ دادٓ ؿ٘شٗي ث٘بى  اًدبم ؿذُ اػت. اص آًدب کِ تؼذاد ًوًَِ

ّب  اًتخبة ؿذُ اػت کِ ثشاثش ثب تؼذاد ًوًَِ = 18kکن اػت، هقذاس 

ؿَد، دس ّش   ً٘ض خَاًذُ هٖ LOO 5اػت. اٗي حبلت کِ اػتجبسٗبثٖ هتقبثل 

ثٌذ  صهَى دػتًِوًَِ ثشإ آ 1( ًوًَِ ثشإ آهَصؽ ٍ -1kثبس تؼذاد )

ثٌذّبٕ پبٗٔ ؿَسا دس دٍ  ؿَد. هـبثِ آصهبٗـْبٕ پ٘ؾ، دػتِ اػتفبدُ هٖ

)ثب پبساهتشّبٕ ثكؼبى( تؼ٘٘ي ؿذًذ.  MLP  ٍSVMآصهبٗؾ هختلف 

ثٌذٕ سٍؿْبٕ هَسد هغبلؼِ سا ثشإ هدوَػِ  ه٘بًگ٘ي كحّت دػتِ 5 ؿكل

 دّذ، سٍؽ دّذ. ّوبًگًَِ کِ ؿكل ًـبى هٖ دادٓ ثَٗبٖٗ ًـبى هٖ

دػت آٍسدُ  % سا ثشإ الگَّبٕ ثَٗبٖٗ ث100ِپ٘ـٌْبدٕ قبثل٘ت تـخ٘ق 

  اػت.

 
1 steady state 
2 transient  
3 windowed time slicing 
4 K-fold cross-validation 
5 leave-one-out 
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 غلاهؼلٖ هٌتظش، هحوذ ػلٖ ثبقشٕ

17 
 

 

Journal of Control,  Vol. 6,  No. 1, Spring 2012  1391، ثْبس 1، ؿوبسُ 6هدلِ کٌتشل، خلذ 

 

 

 

حؼگش هؼألِ ثِ ًؤًَ اٍل 12بلْبٕ پبػخ . ػ٘گ4ٌؿكل 
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 ثٌذٕ سٍؽ پ٘ـٌْبدٕ ثشإ الگَّبٕ ثَٗبٖٗ . ًتبٗح كحّت دػت5ِ ؿكل

 . تحث 6
ثٌذٕ كح٘ح ًؤًَ آصهَى تَّػظ  دس سٍؽ پ٘ـٌْبدٕ، ثشإ دػتِ

ثٌذ دٍدٍٖٗ، اثتذا لاصم اػت دٍ دػتٔ هحتول دس ًبح٘ٔ هحلٖ ثِ  دػتِ

ثٌٖ٘ ؿًَذ. ثِ ث٘بى دٗگش، کبساٖٗ ًْبٖٗ سٍؽ ثِ کبساٖٗ  دسػتٖ پ٘ؾ

ّبٖٗ کِ سٍؽ پ٘ـٌْبدٕ  دادُ  حذع اٍّلِ٘ ٍاثؼتِ اػت. ٍاکبٍٕ هدوَػِ

دّذ، ثِ سٍؿٌٖ  دػت هٖ دس هقبٗؼِ ثب سٍؿْبٕ دٗگش ثًِت٘دٔ ثْتشٕ 

ثٌذٕ  ّبٕ دادُ، كحّت دػتِ هؤٗذ اٗي هَضَع اػت. دس اٗي هدوَػِ

% ث٘ـتش اص كحّت 20% اػت ٗب ث٘ؾ اص 100حذع اٍلِ٘ ٗب ًضدٗك ثِ 

ثٌٖ٘  دّذ کبساٖٗ پ٘ؾ ثٌذٕ ًْبٖٗ سٍؽ اػت. اٗي هَضَع ًـبى هٖ دػتِ

َع پ٘چ٘ذگٖ دادُ هٌبػت ثَدُ اػت. اص دٍ دػتٔ هحتول ثب تَخِ ثِ ً

عشفٖ، اگش حذع اٍلِ٘ کبساٖٗ خَثٖ ًذاؿتِ ثبؿذ، كحّت ًْبٖٗ 

ثٌذٕ سٍؽ پ٘ـٌْبدٕ ً٘ض هغلَة ًخَاّذ ثَد. ثشإ ًوًَِ، ثشإ  دػتِ

ثٌذٕ تبثغ حذع اٍلِ٘ کوتش اص  كحّت دػتِ Wineهدوَػِ دادٓ 

ٖ، دٍ دػتٔ عَس کلّ تَاى گفت ثِ ػجبستٖ هٖ سٍؿْبٕ دٗگش اػت؛ ثِ

ّبٕ اٗي هدوَػِ دادُ ثِ دسػتٖ تـخ٘ق دادُ  هحتول ثشإ ًوًَِ

اًذ؛ لزا سٍؿْبٕ دٗگش، کبساٖٗ ثْتشٕ سا ًؼجت ثِ سٍؽ پ٘ـٌْبدٕ  ًـذُ

 دٌّذ.  ًـبى هٖ

ثٌذٕ ٍ کبّؾ صهبى هحبػجبتٖ، سٍؽ  ػلاٍُ ثش كحّت دػتِ

ثْتش  پ٘ـٌْبدٕ هضٗتْبٕ دٗگشٕ ً٘ض داسد. ٗكٖ اص هضٗتْبٕ آى، کبساٖٗ

ٗبدگ٘شٕ دس صهبى اضبفِ ؿذى ٗك دػتٔ خذٗذ ثِ هؼألِ اػت. دس سٍؽ 

پ٘ـٌْبدٕ، صهبًٖ کِ لاصم اػت ٗك دػتٔ خذٗذ فشا گشفتِ ؿَد، تٌْب ً٘بص 

ثٌذّبٕ  عَسٕ کِ دػتِ ثٌذ دٍدٍٖٗ خذٗذ اػت؛ ثِ دػتِ Cثِ آهَصؽ 

 کٌٌذ. هَخَد تغ٘٘ش ًوٖ

 گيری  ًتيجِ -7
إ ثش  ثٌذٕ هؼبئل چٌذدػتِ ٕ دػتِدس اٗي هقبلِ، سٍؿٖ خذٗذ ثشا

ثٌذ اسائِ ؿذُ اػت. دس اٗي سٍؽ، ّوبًٌذ  اػبع سٍٗكشد اًتخبة دػتِ

ثٌذ، ّوؼبٗگٖ )ًبح٘ٔ هحلّٖ( ّش الگَ تؼشٗف  ػبٗش سٍؿْبٕ اًتخبة دػتِ

ثٌذّبٕ هختلف ثشاػبع كحّت  ؿَد. اهّب ثِ خبٕ اسصٗبثٖ دػتِ هٖ

ّبٕ هختلف ؿوبسؽ  دػتِثٌذٕ دس آى ًبحِ٘، فشاٍاًٖ الگَّبٕ  دػتِ

إ کِ ث٘ـتشٗي الگَ سا دس ًبح٘ٔ ّوؼبٗگٖ داؿتِ ثبؿٌذ،  ؿَد. دٍ دػتِ هٖ

ؿًَذ. ػپغ  تشٗي الگَّبٕ ًؤًَ آصهَى اًتخبة هٖ ػٌَاى هحتول ثِ

ثٌذّبٕ دٍدٍٖٗ ثشإ تؼ٘٘ي ثشچؼت ًْبٖٗ ًؤًَ آصهَى  ٗكٖ اص دػتِ

اص اسصٗبثٖ كحّت ّش  تش ؿَد. هـخلبً اٗي فشاٌٗذ ثؼ٘بس ػشٗغ اًتخبة هٖ

ثٌذ ؿَسا دس آى ًبحِ٘ اػت. ًتبٗح اسصٗبثٖ سٍؽ پ٘ـٌْبدٕ ثش سٍٕ  دػتِ

هدوَػِ دادٓ تشاص ٍ هدوَػِ دادٓ تدشثٖ الگَّبٕ ثَٗبٖٗ، هضٗت  14

، DCS-LA ،Baggingثٌذ هٌفشد، سٍؿْبٕ  سٍؽ سا دس هقبٗؼِ ثب دػتِ

 ٍRSM ٖـتش ٍ ثٌذٕ ث٘ دّذ: سٍؽ پ٘ـٌْبدٕ، كحّت دػتِ ًـبى ه

 ػشػت هحبػجبتٖ کوتشٕ دس هقبٗؼِ ثب سٍؿْبٕ رکش ؿذُ داسد. 

ؿبٗبى رکش اػت کِ ّذف اٗي پظٍّؾ، ٗبفتي پبساهتشّبٕ ثٌِْ٘ 

ّبٕ دادُ،  ثٌذٕ ً٘ؼت. ثشإ ثشخٖ هدوَػِ ثشإ الگَسٗتوْبٕ دػتِ

ثٌذٕ سا ثِ ه٘ضاى قبثل  ثٌذ هوكي اػت ًتبٗح دػتِ تغ٘٘ش پبساهتشّبٕ دػتِ

دّذ حتٖ اگش  حبل هقبٗؼٔ ًتبٗح ًـبى هٖ  دّذ؛ ثباٗيتَخْٖ ثْجَد 

ثٌذ پبِٗ قَٕ ًجبؿذ، سٍؽ پ٘ـٌْبدٕ ثب اٗدبد هشصّبٕ دق٘ق ث٘ي ّش  دػتِ

 کٌذ.  ثٌذ پبِٗ سا خجشاى هٖ دٍ دػتِ، کبساٖٗ پبٗ٘ي دػتِ
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