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عمل بزرگ و يا    –گيری در فضای حالتکنترل هوشمند مسائل کنترلي واقعي بر پايه يادگيری تقويتي اغلب نياز به تصميم:  کیده چ

عمل    –متغيرهای حالتهای قابل تنظيم در يادگيری تقويتي گسسته، رابطه مستقيمي با عدد اصلي فضای  پيوسته دارد. از آنجا که تعداد پارامتر

های آموزش تقويتي  مسأله دارد، لذا در چنين مسائلي مشكل تنگنای ابعاد، سرعت کم يادگيری و راندمان پايين وجود دارد. استفاده از روش

(  NRLدر اين مقاله يک الگوريتم جديد يادگيری تقويتي عصبي ) ،در همين راستاپيوسته برای حل اين مشكلات مورد توجه محققان است. 

يک روش مستقل از مدل و نرخ يادگيری است و از  روش ارائه شده    گردد.برای حل مسائل کنترلي معرفي ميتنها    – بر مبنای معماری نقاد

ی تابعي حاصل شده  به عنوان يک تقريب زننده  (RBF)توابع پايه شعاعي  با شبكه   ((LSPI  "تكرار سياست کمترين مربعات"روش    ترکيب

در اين روش، با استفاده از توابع پايه تعريف .  شودده مينامي(  NLSPI)  "تكرار سياست کمترين مربعات عصبي"م پيشنهادی  . الگوريتاست

های شبكه  ورودیارائه شده است.    LSPIعمل در    -، راهكاری برای رفع چالشِ تعريف توابع پايه حالتRBFشده در ساختار شبكه عصبي  

عصبي با  های شبكه وزنهدف، به روز رساني برخط باشد. های مسأله و خروجي آن تابع ارزش عمل تقريب زده شده ميجفت حالت و عمل

به منظور اعتبارسنجي روش ارائه شده، عملكرد    ي است که بهترين تقريب از تابع ارزش عمل صورت گيرد. صورتشده به    ارائه استفاده از روش  

برتری روش در يادگيری سياست    بدست آمده،نتايج  های ديگر مقايسه شده است.  ي با روش کنترل مسألهالگوريتم پيشنهادی در مورد حل دو  

 دهد. شبه بهينه را بخوبي نشان مي

 تنها، تكرار سياست کمترين مربعات، شبكه توابع پايه شعاعي  -يادگيری تقويتي عصبي، معماری نقادکلمات کلیدی: 

Neural Least Square Policy Iteration learning with Critic-only 

architecture 

Omid Mehrabi, Ahmad Fakharian, Mehdi Siahi, Amin Ramezani 

Abstract: Intelligent control of real control problems based on reinforcement learning often 

requires decision-making in a large or continuous state-action space. Since the number of adjustable 

parameters in discrete reinforcement learning has a direct relationship with cardinality of the state-

action space of the problem, so in such problems, we are faced with the curse of dimensiality, low 

learning speed and low efficiency. The use of continuous reinforcement learning methods to 

overcome these problems have attracted many research interests. In this paper a novel Neural 

Reinforcement Learning (NRL) scheme is proposed. The presented method is model free and learning 

rate independent, and is obtained by combining Least Squares Policy Iteration (LSPI) with Radial 

Basis Functions (RBF) as a function approximator, and we call it "Neural Least Squares Policy 

Iteration" (NLSPI). In this method, by using the basis functions defined in the RBF neural network 

structure, we have provided a solution to solve the challenge of defining the state-action basis 

functions in LSPI. In order to validate the presented method, the performance of the proposed 
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algorithm in solving two control problems has been compared with other methods. The overall results 

show the superiority of our method in learning the pseudo-optimal policy. 

Keywords: Neural reinforcement learning, Critic-only architecture, Least Square Policy Iteration, 

RBF network. 

 مقدمه -1

  يمستلزم داشتن دانش  نديفرآ  کيکنترل    ک،يکنترل کلاس   یدر تئور

  کي  برای  کننده در آن کنترل   يمورد نظر است و به طور کل   ستم يکامل از س

انجام شده در    هایشرفتي. با پگردديم  يشناخته شده طراح  ياضيمدل ر

قطع  ی تئور عدم  نا  1ت يکنترل،  از    زين  يواقع  هایستمي س  2ي نيقيو  مانع  که 

-یبود در نظر گرفته شدند. هر چند در تئور  يمطلوب اهداف کنترل قتحق

شناخته شده    يرقطعيغ  هایيژگياز و  يکه بعض  شوديفرض م  ديجد  های

کنترل    ی مفروضات برا  نيموارد ممكن است ا  يوجود در بعض   نيهستند با ا

لازم    نينباشند بنابرا  يکاف   کند،ي م  رييکه با زمان تغ  يستميس  زيآم  تيموفق

  نيرا بد  ی شتريعمل تحت نظر قرار داد و دانش ب  ن يرا ح  ستميکه س   تاس

د  قيطر بعبارت  آورد.  آنجا  گريبدست  اول  يياز  مفروضات    ي کاف   ه ي که 

با  ياطلاعات اضاف   باشند،ينم نمود.    د يرا    کيبه صورت همزمان کسب 

  یريادگيدر  يها بعنوان مسائلموارد در نظر گرفتن آن نيا يبررس كرديرو

  بدون   مقاوم،  یارائه رفتار  نيتضم  ر،يادگي  ستميس  کي  يده طراحياست. ا

س  دانشي  داشتن مورد  در  م  طيمح  اي  ستم يکامل  نظر  [.  2،  1]   باشديمورد 

بد  یريادگي م  نيرا  دانش  "کرد:    فيتعر  توانيصورت  آوردن  بدست 

  ی بعد های ت يمهارت کنترل خود و درک و استفاده از آنها در فعال د،يجد

انجام    ستميبدست آوردن و استفاده کردن توسط خود س  نياکه    يدر صورت

(، يک روش قوی  RL)  3ي تيتقو   یريادگيگرفته و باعث بهبود رفتار گردد.  

  محيط  با   تعامل  طريق  از  کنترل   هایمدرن برای آموزش رویِ خط استراتژی 

  کند يتقويتي تلاش م  يادگيری  بر   مبتني  کننده کنترل   كرد،يرو  ناي  در.  است

  ده يپاداش نام  اي  تيتقو   گنال يراندمان که س  یعدد  اريمع  کي  قيطرتنها از  

که در    يتعامل هوشمند با محيط  قيبه سرپرست از طر  از يو بدون ن  شوديم

کرده و    اندوزی غيرخطي و اتفاقي است تجربه  ی روندها  ی دارا  يحالت کل

  های . قابليت ابديرسيدن به اهدافش دست    یبرا  نهيبه  یو استراتژ  استيبه س

به    از يباضافه قدرت کاوش بالا در جهت يافتن پاسخ بهينه، عدم ن  ذکورم

تدر  4برخط  ييتوانا  ،يآموزش  هایداده  بهبود  جهت  عملكرد،    يجيدر 

تطب د  پذيری قيتوانايي  نوسانات  تواناي  ند يفرآ  يك يناميبا  کنترل    ش يو  در 

  م يروش کارآمد جهت تنظ   کيبه    ل يآن را تبد  5بدون دانستن مدل محيط 

 [. 3،  2] است  نموده ( هوشمند کننده )کنترل  رنده يادگي یترهاپارام

 
1 Nondeterministic 
2 Uncertainty 
3 Reinforcement Learning 
4 Online 
5 Model Free 
6 Curse of dimentiality 
7 Function approximators 

هستند که    ياز جمله مشكلات   6ابعاد   نيو نفر  یريادگيسرعت کم       

روش برا  ي تيتقو   یريادگي  جيرا  هایکاربرد  را  گسسته(  حل   ی)حالت 

واقع کنترل  دارا  ي مسائل  و    یفضا  یکه  بزرگ  عمل  و    وسته ي پ  ايحالت 

[ است  نموده  محدود  راه 4،  3هستند  چالش،    یبرا  پيشنهادی  حل[.  اين 

يادگ از  الگوريتم   یيراستفاده  ترکيب  از  که  است  پيوسته    هایتقويتي 

زننده  يتيتقو   یريادگي تقريب  با  شبكه7تابعي   هایگسسته  همچون    های ، 

  ی ريبه کارگ  ، ياز طرف   [. 6،  5]  شود مي  حاصل   فازی   های سيستم  و   عصبي

در مسائل کنترل با دو چالش عمده    وستهي پ  يتيتقو   یريادگي  های تميالگور

  ی ريادگي  نهيانجام شده در زم  هایاکثر پژوهش  ي( قالب کل 1روبروست:  

دو    یدارا  یمعمار  نياست. ا  8نقاد  - عملگر  یمعمار   یدارا  وستهيپ  يتيتقو 

برا نقاد  بوده و در آن بخش  نقاد  ارزش و    بيتقر  یبخش عملگر و  تابع 

[. با وجود کاربرد 7-12]  گردديعمل استفاده م  دي تول  یبخش عملگر برا

  ن،ياز مسائل توسط محقق  یارينقاد در بس  -عملگر  هایتميالگور  یگسترده 

قبل  مطالعات  الگور  يدر  که  است  شده  داده  دارا  هایتم ينشان    ی مذکور 

نقاد، روش   -[. درمقابلِ معماری عملگر13] باشنديفقدان کاوش مناسب م

فقط دارای يک بخش نقاد است که برای تقريب تابع ارزش    9تنها   -نقاد

 زده با توجه به مقادير ارزش تقريب  هايين  عمل  و  شوداستفاده مي  10عمل 

و    11صانه حريانتخاب عمل همچون شبه  هایاز روش   ي كي  از  استفاده   با شده 

انتخاب عمل درجه کاوش    ینحوه  اين.  گرددتوليد مي  12هموار   نه يشيب  اي

پارامتر نرخ    م يبه نرخ آموزش: تنظ  ي ( وابستگ2[.  5،  3]  شود يبالا را باعث م

  يت يتقو   یريادگي  های تم يبه صورت مجزا، در الگور  سألههر م  ی آموزش برا

ا  کي  وسته،يپ به  توجه  با  است.  به    های اکثر روش  نكهيچالش  ارائه شده 

لذا    باشنديگسسته وابسته به نرخ آموزش م  هایتم ياز الگور  يعيتوس   ينوع

 استفاده شده دانست.   هيپا تمي در الگور توانيم يمشكل را به نوع شهير

الگور  کي      از  سياست    يمبتن  هایتم يکلاس  تكرار  ارزش،  تابع  بر 

همچون    طلوبي م  های يژگيو  ی ( است که داراLSPI)  13کمترين مربعات 

-يمناسب م ييبه نرخ آموزش و کارا ي مثبت، عدم وابستگ ياضير ل يتحل 

   استيتكرار س  يعنيروش    هيپا  تميخواص وام گرفته شده از الگور  نيا  باشد

(PI  )بار توسط    نيو اول  استLagoudakis    وParr  حالت  یفضا  یبر رو-  

از روش توسط    تریکامل  فيبعد از آن توص  [.12]شد    يمعرف  يعمل متناه

  ل يبا استناد به تحل   LSPI  ياضير  ل ي. تحل دگردي  ارائه   [14]  در   هاخود آن

8 Actor-Critic 
9 Critic-Only 
10 Action Value Function 
11 𝜀-Greedy 
12 Softmax 
13 Least Square Policy Iteration (LSPI) 
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نسخه برخط روش    کيشده است.    هي( اراPI)  1است يروش تكرار س  ياضير

توسط    -التح  یفضا  یبرا نامحدود  همكارانش    Bus¸oniuعمل    درو 

ه  حيتشر  [ 14] اما    ی برا  ييدر جهت همگرا  يمثبت  ي اضير  لي تحل  چ ي شده 

  های تمام روش   نياديبن   دهيارائه نشده است. ا  ي عمل نامتناه  - حالت  یفضا

پايه جهت تقريب تابع ارزش  ع  تواب  داروزن  يخط  ب يمذکور استفاده از ترک

مي  -حالت آن  دقيق  محاسبه  جای  به  نحوه  عمل  هيچكدام  در  اما  باشد 

است. جدول   تعريف اين توابع پايه که خود يک چالش است بيان نشده 

 حداقل مربعات استيتكرار س   یري ادگيبر   ي مبتن يت يتقو  یر يادگي هایتمي الگور سهي: مقا1جدول 

Initial Policy 

required 
Kernel trick 

Admiss. System 

dimensionality 

Continues 
On-Line 

 Approach 

Action State Algorithm Ref. 

⤫ ⤫ Low ⤫ ✓ ⤫ LSPI Lagoudakis and Parr (2003) 

⤫ ⤫ Low ⤫ ✓ ✓ OLSPI Bu˘soniu et al. (2010) 

⤫ ⤫ Low ✓ ✓ ✓ 
OLSPI with cont. 

action 
Bu˘soniu et al. (2010) 

✓ ✓ Mid ⤫ ✓ ⤫ KLSPI Xu et al. (2007) 

⤫ ✓ Mid ⤫ ✓ ✓ Online KBLSPI Yahyaa and Manderick (2014) 

✓ ✓ Low ⤫ ✓ ⤫ KRLSTD Jakab and Csato (2015) 

⤫ ✓ High ⤫ ✓ ⤫ KDPP Cui et al. (2017) 

✓ ✓ Mid ✓ ✓ ✓ FLSPI Ghorbani, et al. (2017) 

✓ ✓ Mid ⤫ ✓ ✓ NLSPI Our Approach 

 

الگور1) ا  تمي( چند  به کار گرفته شده در  بر اساس  را    نهيزم  نيمختلف 

درمقاله حاضر    [. 16- 19]قرار داده است    سهيمختلف مورد مقا  ار يچند مع

  تميآن با الگور  ب يو ترک  يزننده عصب  بيساختار تقر  کيبا استفاده از  

LSPI  ،ی معمار  اب  ديجد  وستهيپ  يتيتقو   یريادگي  يبيترک  تميالگور  کي  

س   یريادگي  را  آن  ما  کهتنها    -نقاد عصب  استيتكرار  مربعات    يحداقل 

(NLSPIم )مذکور    تم ي.  الگورمدهييقرار م  ي مورد مطالعه و بررس  مناميي

ترک عصب  کيبا    LSPI  تم يالگور  بياز  پا  يشبكه  شعاع  هيبر     ي توابع 

جهت    کيبرآورده شود. از    LSPI  طيکه شرا  ی حاصل شده است به نحو 

عصب  از تعر  یبرا  يشبكه  چالش  پا  فيحل  در    -حالت  هيتوابع  عمل 

د  LSPI  تميالگور از جهت  شبكه    هایوزن   ميتنظ  یبرا  LSPIاز    گريو 

 استفاده شده است.  يعصب

شده است. در بخش بعد    م يتنظ  ليبخش به شرح ذ  5ساختار مقاله در       

مربعات    نيکمتر  استيتكرار س  ی ريادگيو    ي تيتقو   یريادگي  ایهيپا  ميمفاه

 نيکمتر  استيتكرار س  یريادگيداده شده است.    حي به طور مختصر توض

عصب توض  يمربعات  سوم  بخش  م  حي در  چهارم  شوديداده  بخش  در   .

برا  ایمسأله شب  هادهيا  ي عمل  ي ابيارز  یکه  گرفته،    سازیهيمورد  قرار 

مختصر  حيتشر و  نتا  ی گشته  م  سازیهيشب  ج ياز  نهاگردديارائه  در    ت ي. 

اختصاص   شنهادهاپي و مطالب گيری مهم، نتيجه جيبخش پنجم به طرح نتا

 دارد.

 مقدمات و تعاریف اولیه -2

بهينه در مسأله      به صورت  يافتن يک سياست  که  -تصميم  فرآيندای 

مدل شده است يكي از مباحثي است که در    (MDP)2گيری مارکوف  

 
1 Policy Iteration 
2 Markov Decision Process (MDP) 
3 Episodic 
4 Agent 

بهينه بسيار  نظريه  کنترل  مهندسي  و  است سازی  بوده  توجه  .  ]20[  مورد 

حالت بعدیِ محيط و پاداش دريافتي تنها به عمل    کوف دريک سيستم مار

دارد. بستگي  محيط  در  عامل  قبلي  يک چندتايي    MDPيک    و حالت 

〈𝑆, 𝐴, 𝑃, ℛ, 𝜓, 𝛾〉    که جايي  𝑆است.  = {𝑠1, 𝑠2, … , 𝑠|𝑆|}   يک

حالت  مجموعه  محيط،  هایمحدود  𝐴گسسته  = {𝑎1, 𝑎2, … , 𝑎|𝐴|}  

𝜓گسسته عامل،  های  محدود عمل  مجموعه  ⊆ 𝑆 × 𝐴  مجموعه زوج-

:𝑃عمل قابل قبول،    - های حالت 𝜓 × 𝑆 → ماتريس احتمال گذر    [0,1]

𝑠𝑡از حالت   = 𝑠    به حالت بعدی𝑠𝑡+1 = 𝑠
𝑎𝑡با انجام عمل    ′ = 𝑎   است

که   طوری  ,𝑃(𝑠به  𝑎, 𝑠′) ≥ ,𝑠)∀و    0 𝑎) ∈

𝜓 ∑ 𝑃(𝑠, 𝑎, 𝑠′) = 1𝑠′∈𝑆    وℛ:𝜓 → ℝ   دريافتي پاداش  ماتريس 

مي عامل  گونهتوسط  به  که  باشد  𝑟𝑡+1)ای  =

𝑟(𝑠, 𝑎, 𝑠′))
𝑠,𝑠′∈𝑆,𝑎∈𝐴

∈ ℝ    ميانگين با  تصادفي  𝑟(𝑠𝑡متغير  , 𝑎𝑡) ،

ای آني است که محيط به عامل بر حسب کيفيت عمل  پاداش يا جريمه

𝑠𝑡انتخابي او در حالت   = 𝑠دهد.  ، ميγ ∈ باشد  نرخ تنزيل مي  [0,1]

]1-3[ . 

يادگيری تقويتي دوره       -)کنترل   4استاندارد، عامل   3ایدر يک مسأله 

کند رفتار بهينه را در تعامل با يک محيط پويا از طريق کننده( تلاش مي

ی انجام عمل  پروسه سعي و خطا، بدون آنكه مدل محيط و يا حتي نحوه 

برای آن مشخص باشد، تنها از طريق يک معيار عددی راندمان بياموزد  

,𝑠0  زماني   گام  𝑇شامل    هر اپيزود.  [3] 𝑎0, 𝑟1, 𝑠1, 𝑎1, … , 𝑟𝑇 , 𝑎𝑇   .است

𝑠𝑡در هر وضعيت   = 𝑠 ،0 < 𝑡 < 𝑇  عمل ،𝑎𝑡 = 𝑎 با استفاده از يک ،

:𝜋  تابع احتمال  𝜓 → -عامل ناميده مي  5که سياست يا استراتژی   [0,1]

5 Policy 
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بيشينه  گردد. هدف عامل يادگيری سياستي است که به  شود انتخاب مي

پاداش مجموع  هزينه  کردن  تابع  يک  نمودن  حداقل  يا  ها 

𝑔(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1) ∈ [−𝑔𝑚𝑎𝑥 , 𝑔𝑚𝑎𝑥]   :در طول زمان منجر شود 

(1) lim
𝑇→∞

sup  𝐸 {
1

𝑇
∑𝑔(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1)

𝑇

𝑡=0

} 

تعامل عامل )کنترل  )فرآيند( در يک مسأله نوعي  نحوه  کننده( و محيط 

( نشان داده شده است.  1يادگيری تقويتي در شكل )کنترلي با چارچوب  

حس طريق  از  يادگيرنده  دريافت  عامل  محيط  حالت  از  توصيفي  گرها، 

𝑠𝑡کند  مي ∈ 𝑆    خود عمل  حالت،  اين  مبنای  بر  𝑎𝑡و  ∈ 𝐴(𝑠𝑡)    بر را 

,𝜋(𝑠𝑡اساس سياست اتخاذ شده   𝑎𝑡)  دهد. يک گام بعد يعني  انجام مي

𝑡در   + ، بسته به ميزان مطلوبيت عمل عامل، محيط يک پاداش عددی  1

𝑟𝑡+1 = 𝑟(𝑠𝑡, 𝑎𝑡)  دهد و با احتمالبه وی مي𝑃(𝑠𝑡 , 𝑎𝑡, 𝑠
به حالت    (′

𝑠𝑡+1جديد   = 𝑠
ی  رود. در حالت کلي، منظور از حل يک مسألهمي  ′

است به نحوی که مقدار    ∗𝜋يادگيری تقويتي، پيدا کردن سياست بهينه  

از حالت ارزش هر کدام  يا  بيشينه شوند  خروجي سياست و      .  ]2،  1[ها، 

های متفاوتي برای تعريف خروجي وجود دارند. روشي که در اکثر  روش

 باشد: کاربردها معمول است تعريف خروجي به صورت تنزيلي مي

(2) 

𝐺𝑡 = 𝑟𝑡+1 + 𝛾𝑟𝑡+2 + 𝛾
2𝑟𝑡+3 +⋯ 

=∑𝛾𝑘  𝑟𝑡+𝑘+1

∞

𝑘=0

 

  يپاداش  کل  ميد رياضياعمل به صورت    -در اين صورت ارزش حالت

𝑠𝑡که عامل با شروع از حالت   = 𝑠،    انجام عمل𝑎𝑡 = 𝑎    و سپس در پيش

سياست   مي  𝜋گرفتن  :𝒬𝜋آورد  بدست  𝑆 × 𝐴 → ℝ  مي شود  تعريف 

[2] : 

𝒬𝜋(𝑠, 𝑎) = 𝐸𝜋 {∑𝛾𝑘𝑟𝑡+𝑘+1

∞

𝑘=0

|𝑠𝑡 = 𝑠,  𝑎𝑡 = 𝑎 } 

(3)  

نشان دهنده اميد رياضي است در صورتي که از سياست  {}Eπ که درآن  

𝜋  .پيروی شود 
 نوشت:  ريز يسيماتر فرم  توان به ه فوق را ميرابط

(4) 
𝒬𝜋 = ℛ + 𝛾𝑃𝐵𝜋𝒬

𝜋 

.|𝑆|بردارهايي با اندازه    ℛ و  𝒬𝜋که در آن   |𝐴|    و𝑃 ∈ ℝ|𝑆||𝐴|×|𝑆|    يک

 باشد: ماتريس تصادفي است که شامل مدل انتقال فرآيند مي

(5) 𝑃((𝑠, 𝑎), 𝑠′) = 𝑝(𝑠, 𝑎, 𝑠′) 

 
𝐹(𝑥)ی  در صورتي که رابطه 1 = 𝑥    برای تابع𝐹(𝑥)    به ازای حداقل يک𝑥  

 .]2[ شودناميده مي Fixed Pointيک نقطه ثابت يا  𝑥برقرار باشد، آنگاه  
2 Monotonic 
3 Quasi-Linear 

𝐵𝜋 ∈ ℝ
|𝑆||𝐴|×|𝑆|   يک ماتريس تصادفي است که سياستπ    را شرح

 دهد: مي

(6) 𝐵𝜋(𝑠
′, (𝑠′, 𝑎′)) = π(𝑎′; 𝑠′) 

حاصل،   خطي  𝐼)سيستم  − 𝛾𝑃 𝐵𝜋) = ℛ  تجزيه  مي طريق  از  تواند 

حل شود. تابع    𝒬𝜋کردن يا به صورت تكراری برای بدست آوردن مقادير  

حالت ثابت 𝒬𝜋عمل    -ارزش  نقطه  است:    1،  بلمن  عملگر 

𝑇𝜋(𝒬(𝑠, 𝑎)) = ℛ + 𝑃𝐵𝜋𝒬
𝜋   همچنين برای هر سياست𝜋   و 

 

 

 : چارچوب يادگيری تقويتي در يک مسأله کنترلي 1شكل 

𝑙𝑖𝑚داريم:   𝒬برداراوليه  
𝑘→∞

(𝑇𝜋)
𝑘𝒬 = 𝒬𝜋.𝑇𝜋   2يكنواخت   يک عملگر 

  𝛾با نرخ انقباض    ∞𝐿است و يک نگاشت انقباض در نرم    3و شبه خطي 

به تابع ارزش عمل    𝒬 بر روی هر بردار اوليه    𝑇𝜋باشد. اعمال متوالي  مي

𝒬𝜋   از سياست𝜋 شود.  همگرا مي 

 کمترين مربعات مدلسازی الگوريتم تكرار سياست  -1-2

س        برا  کي(،  PI)  4  استيتكرار    ی برا  نهيبه  است يس  افتني  یروش 

و    5يک حلقه بين ارزيابي سياست ر اين روش  ددلخواه است.    MDPهر

مقدار.  گيردآن شكل مي  6بهبود ارزيابي سياست،  ارزش  در  بر تابع   را 

حريصانه سياست  درنتيجهحسب  که  به  ای  قبلي  سياست  بهبود  دست  ی 

. از سوی ديگر، در بهبود سياست، سياست فعلي را  دزنآمده، تخمين مي

  ، بهشودرا در هر وضعيت حداکثر   ارزش تابع برحسب اقدامي که مقدار

مي  روز بهکندرساني  بر  روز   .  معادلات  انجام    رساني  بلمن  معادله  پايه 

معادلاتمي اين  که  زماني  تا  حلقه  تكرار  و  ادامه   همگرا گيرد  شوند، 

 . ]21، 6[ يابدمي

𝒬𝜋𝑚(𝑠, 𝑎) = ℛ(𝑠, 𝑎) 

+𝛾∑ 𝑃(𝑠, 𝑎, 𝑠′) ∑ 𝜋(𝑠′, 𝑎′)𝒬𝜋𝑚(𝑠′, 𝑎′)

𝑎′∈𝐴𝑠′∈𝑆

 

(7)  

(8) 𝜋𝑚+1(𝑠) = 𝑎𝑟𝑔max
𝑎
𝒬𝜋𝑚(𝑠, 𝑎) 

4 Policy Iteration 
5 Policy Evaluation   
6 Policy Improvement 
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نباشد حداقل    𝜋𝑚يک سياست قطعي است که اگر بهتر از    𝜋𝑚+1  استيس

ا تا  ارزيابي سياست و  )ين دو مرحله  به خوبي آن است.  بهبود سياست( 

زماني که ديگر تغييری در سياست توليد شده وجود نداشته باشد، تكرار  

سياستمي شده  توليد  دنباله  حالتي  چنين  در  بهينه  شوند.  سياست  به  ها 

  همگرا شده است.

𝜋0
Е
→𝒬𝜋0

І
→ 𝜋1

Е
→ 𝒬𝜋1

І
→ 𝜋2

Е
→…

І
→ 𝜋∗

Е
→𝒬∗ 

به   است،ي. بهبود سافتدياتفاق م ييهمگرا نيتكرار، ا ياغلب با تعداد کم

ارز و  عملگر  م  است،يس  ي ابيعنوان  شناخته  نقاد  عنوان  زشونديبه    راي. 

مسئول  مسئول    عملگر،  نقاد،  و  سيستم  عامل    نقدروش عمل  نحوه عمل 

بنابراين الگوريتم نقاد در   -های تكرار سياست، با معماری عملگراست. 

سياست بهينه  همگرايي تضمين شده تكرار سياست به  .  شوندنظر گرفته مي

عمل، حل دقيق تساوی بلمن و    -تحت نمايش جدولي تابع ارزش حالت

پر بسيار  سياست،  هر  جدولي  نمايش   نمايش  چنين  است.  و  زحمت  ها 

غيرممكن    در عمل  عمل بزرگ،   -های دقيق، برای فضاهای حالتروش

روش موارد،  اين  در  مياست.  قرار  استفاده  مورد  تقريب  ند.  گيرهای 

فضا  است يروش تكرار س  ع يتوس  1است يتكرار س  تقريب   ا يبزرگ    ی در 

تكرار سياست و تقريب تكرار سياست    هر دو الگوريتم   . [22]   تاس  وسته يپ

کامل  مدل  يک  به  داشتن  نياز  دليل  تقويتي    2به  يادگيری  در  محيط  از 

کاربرد محدودی دارند زيرا فرض اساسي ما بر اين است که عامل هيچ  

  هيتك   يبر اطلاعات  ديبا  یموارد  ني لذا در چنشناختي از مدل محيط ندارد  

 . نديآيبه دست م نديو فرآ رندهيگميتصم نيکه از تعامل ب  شود

يک روش تكرار    (LSPI)الگوريتم تكرار سياست کمترين مربعات       

  هانمونه   یرا از رو  استيکه سسياست در فضای بزرگ يا پيوسته است  

دارای دو مرحله ارزيابي و بهبود    PIلذا در تبعيت از  .  [12]گيرد  ياد مي

نشان داده   LSPI( بلوک دياگرام الگوريتم 2باشد. در شكل )سياست مي

اين روش از تخمين تابع    شده است. همچنان که از شكل مشخص است

کند. در حالت  عمل به جای محاسبه دقيق آن استفاده مي  -ارزش حالت

شود. لذا  دار برای تخمين اين تابع استفاده ميکلي، از ترکيب خطي وزن

,𝒬(𝑠عمل    - در اين حالت تابع ارزش 𝑎)   های  با استفاده از تقريب زننده

Ғ  های ويژگي  مجموعه  دارای  که خطي   = {𝜑(𝑠, 𝑎): 𝑆 × 𝐴 →

ℝ , 𝑖 = 1,… , 𝑘}    متشكل از𝑘   عمل دلخواه    -مستقل حالت  3توابع پايه

𝜑(. ,𝒬̂(𝑠هستند برای تقريب تابع ارزش عمل    ( 𝑎)    با استفاده از جمع

 [:16، 12وزندار توابع پايه پيشنهاد شده است ]

𝒬𝜋(𝑠, 𝑎) ≈ 𝒬̂𝜋(𝑠, 𝑎; 𝜃) =∑𝜑𝑖(𝑠, 𝑎)𝜃𝑖

𝑘

𝑖=1

 

= 𝜙𝑇(𝑠, 𝑎)𝜃 

𝜙(𝑠, 𝑎) = [𝜑1(𝑠, 𝑎), … , 𝜑𝑘(𝑠, 𝑎)]
𝑇 

(9)  

 
1 Approximate Policy Iteration 
2 Model based 

𝜃  که ∈ ℝ𝑘  توابع    بردار است.  تنظيم  قابل  ,𝜑𝑖(𝑠پارامترهای  𝑎)    در

هستند که برای اطمينان از    𝑎و    𝑠حالت کلي توابعي ثابت و دلخواه از  

   یِها سيو ماترعدم افزونگي پارامترها لازم است که مستقل خطي باشند 

 
 ]12[: بلوک دياگرام الگوريتم تقريب سياست کمترين مربعات 2شكل 

محاسبات،    ريدرگ حالتباشند  4کامل   یرتبه  دارایدر  در  𝑘کلي    .  ≪

|𝑆||𝐴|  کمتر    ار يبس  ،يخط  یمعمار  کي  ی برا  ازيمورد ن   ی فضا  جه،ي در نت

نما تابع    بِيتقر  نيا  یرو  𝜋  صانهيحر  استيس  آن است.ي  جدول   شياز 

برا از𝑠  هر حالت  یارزش،  ارزش  کردن  بيشينه  ،    مجموعه   روی  تقريبِ 

 آيد: بدست مي 𝐴های  عمل  همه 
𝜋(𝑠) = 𝑎𝑟𝑔max

𝑎∈𝐴
𝒬̂𝜋(𝑠, 𝑎) =𝑎𝑟𝑔max

𝑎∈𝐴
𝜙𝑇(𝑠, 𝑎)𝜃 

(10)  

را با استفاده    استياست که س  يچرخه، روال   نيبستن ا  یقطعه گم شده برا

-يم  ديعمل را تول   -تابع ارزش حالت  بِيو تقر  کنديم  يابيارز  هااز نمونه

  .[12]  شودينجام ما  LSTDQالگوريتم    مرحله توسط   نيا  LSPI. در  کند

  -تابع ارزشِ حالت  بِيو تقراست    LSTDيه الگوريتم  شب  ار يکه بس  روشي

است به طور    يخط  ،بيتقر   یمعمارزماني که    𝜋را از سياست    𝒬̂𝜋  عمل

  ميتنظ عمل،  - تتابع ارزش حال  بِياز تقر  ياصل  ه گيرد. ايدمي  ادي  يمناسب

𝜃پارامترهای قابل تنظيم    بردارمناسب   ∈ ℝ𝑘  ر يکه مقاد  به نحوی است 

  نيباشند. در ا  کينزد  ي واقع  ريبه مقاد  يبه اندازه کاف   ب،يحاصل از تقر

  . رديگ  مورد استفاده قرار   𝒬𝜋 تابع  ق يمقدار دق  ی به جا  تواند يم 𝒬̂𝜋صورت 

اين است که تقريبِ تابع ارزش    مناسببرای يافتن يک تقريبِ    ه رايک  

𝑇𝜋𝒬̂𝜋:  که نقطه ثابت عملگر بلمن باشد  ردرا وادار ک ≈ 𝒬̂𝜋    تحقق  برای

ارزش قرار بگيرد، به    فضای تقريبِ توابع، نقطه ثابت بايد در  اين موضوع

به وجود آمده باشد. در حالت کلي   هيتوابع پااسپن فضا از   نيکه ا ی طور

  یسازريفضا نباشد، لذا ناچار به تصو   نيداخل ا  𝑇𝜋𝒬̂𝜋  ممكن است که

𝐿2   (‖𝒬که نرم    (𝜙(𝜙𝑇𝜙)−1𝜙𝑇)متعامد    ريتصو .  ميهست −Φw‖2 )

که  هستيم    𝒬̂𝜋بگيريد. به دنبال تقريبِ تابع ارزش در نظر  کند  را کمينه مي

بلمن عملگر  اعمال  تغيير    𝑇𝜋  تحت  بدون  متعامد،  تصويرسازی  متعاقب 

 : [12] باشد 

(11) 𝒬̂𝜋 = 𝜙(𝜙𝑇𝜙)−1𝜙𝑇(𝑇𝜋𝒬̂𝜋) 

= 𝜙(𝜙𝑇𝜙)−1𝜙𝑇(ℛ + 𝑃𝐵𝜋𝒬̂
𝜋) 

3 Basis Functions (Kernels) 
4 Full Rank 
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فضای   در  متعامد  تصويرسازی  که  داشت  توجه  خوش    𝜙  ستونيبايد 

پايه( طبق تعريف، مستقل خطي    𝜙  هایتعريف است، زيرا ستون )توابع 

تواند  توان عبارتي به دست آورد که ميمي  لا دستكاری تساوی با  هستند. با 

𝑘  سيستم خطي × 𝑘   که𝑘 د:تعداد توابع پايه است، به دست آور 

𝜙(𝜙𝑇𝜙)−1𝜙𝑇(ℛ + 𝑃𝐵𝜋𝒬̂
𝜋) = 𝒬̂𝜋

𝒬̂𝜋=𝜙θ𝜋

→      

𝜙𝑇(ℛ + 𝑃𝐵𝜋𝜙)⏟          
𝑘×𝑘

θ𝜋⏟
𝑘×1

= 𝜙𝑇ℛ⏟
𝑘×1

 

(12)  

 ، حل اين سيستم: 𝐵𝜋 برای هر 

(13) θ𝜋 = (𝜙𝑇(ℛ + 𝑃𝐵𝜋𝜙))
−1
𝜙𝑇ℛ 

وجود    ،یبه جز موارد محدود،  γ  ريهمه مقاد  یشده برا  نيبه صورت تضم

 θ𝜋کند، راه حل  را کمينه مي  𝐿2چون تصويرسازی متعامد نرم    . [23]  دارد

شود که آن را تقريب نقطه ثابت کمترين  مي  𝒬̂𝜋باعث توليد تابع ارزش  

مي1مربعات ارزش  تابع  واقعي  مقدار  برای  تعريف  ،  با  𝐴نامند.  =

(𝜙𝑇(ℛ + 𝑃𝐵𝜋𝜙))
𝑏و     1− = 𝜙𝑇ℛ   تواند بصورت  معادله فوق مي

θ𝜋 = 𝐴−1𝑏 .بازنويسي شود 

از    توانيرا نم  bو بردار    A  سيماتر  یريادگيمسأله    ی، براLSPIدر       

آنقدر    ايناشناخته هستند و    ℛو بردار  𝑃 سيماتر  اي  رايکرد ز  نيي ابتدا تع

  لذا .  برد  کار  به   محاسبات   در  را  ها آن  توانيبزرگ هستند که در عمل نم

A    وb  ای متناهي از نمونه برای مجموعهگرفت.    ادي  ها نمونه  ی از رو  دي را با

𝐷  ا،ه = {(𝑠𝑖 , 𝑎𝑖 , 𝑟𝑖 , 𝑠𝑖
′, 𝑎𝑖

′)𝑖 = 1,2… , 𝐿}    که در آن𝑎𝑖 = 𝜋(𝑠𝑖) 

𝑠𝑖و  
′~𝑃(𝑠𝑖 , 𝑎𝑖 , . 𝑎𝑖و    (

′ = 𝜋(𝑠𝑖
𝑠𝑖+1و    (′ = 𝑠𝑖

𝑎𝑖+1و    ′ = 𝑎𝑖
′ 

 : [12]زير تقريب زده شوند توانند به صورت مي bو بردار  Aماتريس 

 

𝐴̂′ = 𝐴̂ + 𝜙(𝑠𝑖 , 𝑎𝑖)(𝜙(𝑠𝑖 , 𝑎𝑖) − 𝛾𝜙(𝑠𝑖
′, 𝑎𝑖

′))
𝑇
 

(14)  

(15) 𝑏̂′ = 𝑏̂ + 𝜙(𝑠𝑖 , 𝑎𝑖)𝑟𝑖 

شد         داده  شرح  که  استفاده پياده همچنان  و  از   سازی   LSPI  عملي 

-عمل مي -مشروط به تعريف توابع پايه مناسب جهت تقريب تابع ارزش

در روش مذکور به اين سوال که چگونه يک مجموعه مناسب  اما  باشد.  

انتخاب   بايد  پايه  توابع  عمل  از  ارزش  تابع  از  مناسبي  تقريب  تا  شوند 

ای داده نشده است(. همچنين  صورت پذيرد پرداخته نشده است )هيچ ايده 

ممقالهاکثر  در   زمينههای  اين  در  پايه چگونگي    ،رتبط  توابع  تعريف 

را تكرار  مشخص نشده است بعد يک روش ترکيبي که آن  . در بخش 

مي ناميده  عصبي  مربعات  کمترين  ايده  سياست  است.  شده  معرفي  شود 

جهت رفع   RBF شعاعي در شبكه  وابع پايهگيری از ت بنيادی روش، بهره 

 است.  LSPIچالش تعريف توابع پايه مناسب مورد نياز در 

 
1 Least Square fixed-point approximation 
2 Neural Least Square Policy Iteration (NLSPI) 

 2تکرار سیاست کمترین مربعات عصبی  -3

  ی طور گسترده برا  ( بهRBF)  يابع شعاعو ت  ر پايهب  يعصب   یهاشبكه      

بعد   کيپارامتر  ريغ   نيتخم  از    ای مجموعه  قيازطر  یتوابع چند  محدود 

و    ع يبا آموزش سر  ها اين نوع شبكه.  رونديبه کار م  يآموزش  اطلاعات 

تخمين تابع بسيار مورد  مسائل  ی بالا در  کارآمدساده و    ، ساختار ريفراگ

کردند که    ثابت   یلادي م  1990لر در سال  يهارتمن و ک.  [3هستند ]توجه  

  کهیطورهستند؛ به  ی قدرتمند  ار يبس  ی هازننده   بيتقر  ، RBF  هایشبكه

هر تابع   زدنبيبه تقر ادرق  ،يمخف  ةيدر لا ي کاف  هایبا داشتن تعداد نرون

  کي  پنهان،. در اين شبكه لايه  [24]باشند  ميو با هر درجه دقت    وستهيپ

غ بعد  لاًمعمو   فضا  کيو    یورود  یفضا   نيماب  يرخطيانطباق  بزرگتر    با 

.  نديآيدر م  ي خط  ريپذکيصورت تفك  به  در آن الگوها   کندکهيبرقرار م

  انجام   پنهان  لايهاست که در    يپردازش  RBF به فرد  منحصر  ت يخصوص

  خوشه   ليتشك   یورودی  فضا  ی آن است که الگوها  ياصل  ده ي. ارديگيم

مدار    صورت تابع شناخته شده شعاع  به ي  رخطيصورت تابع غ  ن يدهند. به ا

م شده  .ديآيدر  نرماليزه  شعاعي  پايه  توابع  عصبي  به     (NRBF)3شبكه 

پايه   توابع  کل  خروجي  جبری  جمع  با  پايه  توابع  کردن  نرماليزه  وسيله 

ی  در يادگيری تقويتي به واسطه  NRBFشود. استفاده از شبكه  حاصل مي

پايه و عملكرد بهتر در تقريب توابع،  حذف تأثيرات محدوده  های توابع 

با  .  [25]تر است  مناسب در اين مقاله ساختار تقريب زننده عصبي مطابق 

چهار لايه با يک نرون    NRBF( که در آن از يک شبكه عصبي 3شكل )

-ی خروجي برای تقريب تابع ارزش عمل، استفاده شده است. لايهدر لايه

𝑛ی ورودی شبكه شامل   + 𝑥(𝑡)باشد.  نرون مي  1 ∈ ℝ𝑛+1    که متشكل

عمل و  حالت  جفت  آن  از  در  که  است.  مسأله  𝑠𝑡های  =

(𝑠1, 𝑠2, … , 𝑠𝑛)
𝑇 ∈ ℝ𝑛  حالت ميبردار  مسأله  و همچنين  های   باشد 

𝑢 ∈ 𝐴    که𝐴 = [𝑎1, 𝑎2, … , 𝑎𝑚]   ی  های مسأله است. لايه بردار عمل

بردار ورودی 𝑥(𝑡)ورودی،  ∈ ℝ𝑛+1   از گره به هر يک  ی  های لايهرا 

مي ارسال  شبكهپنهان  اينكه  به  توجه  با  بر  کند.  شعاعي  پايه  توابع  های 

تعريف تابعي وابسته به فاصله از بردار مراکز استوار هستند لذا برای يک  

:𝜑𝑗امين گره  -𝑗خروجي    𝑥الگوی ورودی   ℝ
𝑛+1 → ℝ  ی پنهان  در لايه

 برابر است با:  𝜌با توابع پايه شعاعي  

𝜑𝑗(𝑥) = 𝜌 (‖𝑥 − 𝑐𝑗‖2) ,  𝑗 = 1,2, … , ℎ 

(16)  

 نامند: های لايه پنهان ميساز نرونتوابع فعال  4مراکزرا بردار  𝑐𝑗که درآن 

𝑐𝑗 = [𝑐1𝑗 , 𝑐2𝑗 , … , 𝑐(𝑛+1)𝑗]1×(𝑛+1)
𝑇

 ,  𝑗 = 1,2,… , ℎ 

= [

𝑐11 𝑐12 … 𝑐1ℎ
𝑐21 𝑐22 … 𝑐2ℎ
⋮

𝑐(𝑛+1)1

⋮
𝑐(𝑛+1)2

⋱ ⋮
… 𝑐(𝑛+1)ℎ

]

(𝑛+1)×ℎ

 

(17) 

3 Normalized RBF (NRBF) 
4 Center vector  
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.‖است. همچنين    ℎی پنهان نيز  های لايهتعداد کل نرون  نشان دهنده    2‖

:ℓ‖2‖است:  (𝐿2) 1نرم اقليدسي  = (∑ ℓ𝑖
2

𝑖 )
1

2 = √∑ ℓ𝑖
2

𝑖. 

عصبي   شبكه  يک  برای  مقاله(  اين  در  استفاده  )مورد  خاص  حالت  در 

RBF   :با توابع پايه گوسي خواهيم داشت 

 

𝜌 (‖𝑥 − 𝑐𝑗‖2) 

= 𝑒𝑥𝑝 (−
1

2
(𝑥 − 𝑐𝑗)

𝑇
𝜎𝑗
−1(𝑥 − 𝑐𝑗)) 

= 𝑒𝑥𝑝 (−
‖𝑥 − 𝑐𝑗‖2

2

2𝜎𝑗
2
) ,   𝑗 = 1,2, … , ℎ 

(18) 

 به طوری که: 

lim
‖𝑥‖→∞

𝜌 (‖𝑥 − 𝑐𝑗‖2) = 0 ,  𝑗 = 1,2, … , ℎ 

(19)  

𝜎𝑗   سطح گسترش( توابع فعال   2مشخص کننده مقادير انحراف استاندارد(-

 باشد: ميام لايه پنهان شبكه  𝑗ساز گوسي نرون  

 

𝜎𝑗 = [𝜎1𝑗 , 𝜎2𝑗 , … , 𝜎(𝑛+1)𝑗]1×(𝑛+1)
𝑇

 ,  𝑗 = 1,2, … , ℎ 

= [

𝜎11 𝜎12 … 𝜎1ℎ
𝜎21 𝜎22 … 𝜎2ℎ
⋮

𝜎(𝑛+1)1

⋮
𝜎(𝑛+1)2

⋱ ⋮
… 𝜎(𝑛+1)ℎ

]

(𝑛+1)×ℎ

 

(20) 

 

 گيرد:ی سوم به صورت زير انجام ميسازی در لايه  نرماليزه 

 

𝜙𝑗(𝑥) ≝
𝜌 (‖𝑥 − 𝑐𝑗‖2)

∑ 𝜌𝑘 (‖𝑥 − 𝑐𝑗‖2
)ℎ

𝑘=1

,  𝑗 = 1,2,… , ℎ 

(21) 

 

:𝒬̂شبكه    يخروج ℝ𝑛+1 → ℝ  خطي  وزندار  جمع با استفاده از حاصل  

 :دآييبدست م يخروج یپنهان در گره  ی هلاي هایپاسخ

 

𝒬̂𝑡(𝑠𝑡 , 𝑎𝑡; 𝑤) =∑𝜙𝑗 (‖𝑥 − 𝑐𝑗‖2)𝑤𝑗
(𝑡)

ℎ

𝑗=1

 

(22) 

=∑𝜙𝑗(𝑥)𝑤𝑗(𝑡)

ℎ

𝑗=1

, 𝑗 = 1,2, … , ℎ 

(23) 

 

 
1 Euclidean 

 
 به عنوان تقريب زننده تابع ارزش عمل  NRBF: شبكه عصبي 3شكل 

,𝑤1که 𝑤2, … , 𝑤ℎ    و عصبي  شبكه  وزن  ,𝜙1پارامترهای  𝜙2, … , 𝜙ℎ 

حالت ارزش  پايه  حالت  - توابع  فضای  روی  شده  نرماليزه  عمل    - عمل 

 .  [3] باشند مي

 توان به فرم زير به صورت برداری نوشت: ( را مي23ی ) رابطه

(24) 𝒬̂𝑡(𝑠𝑡 , 𝑎𝑡; 𝑤) = 𝜙
𝑇(𝑠, 𝑎)𝑤𝑡  

,𝜙𝑇(𝑠که 𝑎) = [𝜙1(𝑠, 𝑎), … , 𝜙ℎ(𝑠, 𝑎)]    ماتريس ترانهاده 

𝜙(𝑠, 𝑎) عمل   -باشد. ماتريس فضای حالتميΦ  با ابعاد|𝑆| × |𝐴| ×

𝑘 کنيم: را به صورت زير تعريف مي 

Φ =

[
 
 
 
 
 
 
 
 
 
 
𝜙1(𝑠1, 𝑎1) ⋯ 𝜙ℎ(𝑠1, 𝑎1)

𝜙1(𝑠1, 𝑎2) ⋯ 𝜙ℎ(𝑠1, 𝑎2)
⋮

𝜙1(𝑠1, 𝑎|𝐴|) ⋯ 𝜙ℎ(𝑠1, 𝑎|𝐴|)

⋮
⋮

𝜙1(𝑠|𝑆|, 𝑎1) ⋯ 𝜙ℎ(𝑠|𝑆|, 𝑎1)

𝜙1(𝑠|𝑆|, 𝑎2) ⋯ 𝜙ℎ(𝑠|𝑆|, 𝑎2)

⋮
𝜙1(𝑠|𝑆|, 𝑎|𝐴|) ⋯ 𝜙ℎ(𝑠|𝑆|, 𝑎|𝐴|)]

 
 
 
 
 
 
 
 
 
 

 

(25)  

(26)  = [

|

𝜙1(𝑠, 𝑎)

|
…

|

𝜙ℎ(𝑠, 𝑎)

|
] 

𝜙𝑖(𝑠𝑗ها است. همچنين  مجموعه عمل   𝐴ها  مجموعه حالت   𝑆که   , 𝑎𝑘) 

 است.  RBFامين گره  -𝑖خروجي نرماليزه شده  

تئوری         اساس  و    michelliبر  مراکز  بردار  که  آنجا  از  همچنين  و 

توابع   گستردگي  مي  RBFپارامترهای  سادگي  به  هستند،  توان  متمايز 

دارای مرتبه کامل بوده و يا به عبارت ديگر    Φ استدلال نمود که ماتريس  

 مستقل خطي هستند.  NLSPIتوابع پايه ارزش عمل در الگوريتم 

 لذا داريم:

(27) 𝒬̂𝑡 = Φ𝑤𝑡 

به    𝑥iتابع پايه گوسي تعريف شده برای ورودی    𝑘𝑖برای    𝑐𝑗بردار مراکز  

 گردند: صورت زير تنظيم مي

2 Spread 
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(28)  𝑐𝑖1 = 𝑥𝑖𝑚𝑖𝑛 , 𝑖 = 1,2,… , 𝑛 + 1 

(29)  𝑐𝑖𝑟 = 𝑐𝑖(𝑟−1) + ∆𝑐𝑖  , 𝑓𝑜𝑟  𝑟 = 2,3, … , 𝑘𝑖  

-زيرتعيين ميباشد و بر طبق رابطه  فاصله بين دو مرکز مجاور مي  𝑐𝑖∆که  

 گردد: 

∆𝑐𝑖 =
𝑥𝑖𝑚𝑎𝑥 − 𝑥𝑖𝑚𝑖𝑛
𝑘𝑖 − 1

, 𝑖 = 1,2,… , 𝑛 + 1 

(30)  

ℎبا اين توصيف، در هر مسأله از   = 𝑘1 × 𝑘2 ×…× 𝑘𝑛+1    تابع پايه

فضای    -حالت روی  بر  𝑛عمل  + حالت  1 فضای  برای    -بعدی  عمل 

 گردد.تقريب تابع ارزش عمل استفاده مي

  ريبا استفاده از رابطه ز  زين  𝜎𝑗انحراف استاندارد    یمقاله پارامترها  نيدر ا

 : گردنديم م يتنظ

𝜎𝑖 =
𝑥𝑖𝑚𝑎𝑥 − 𝑥𝑖𝑚𝑖𝑛

√2𝑘𝑖
, 𝑖 = 1,2, … , 𝑛 + 1 

(31) 

 

 به فرم زير تبديل خواهد شد:  σلذا با اين تعريف  

 

𝜎 = [𝜎1, 𝜎2, … , 𝜎(𝑛+1)]1×(𝑛+1)
𝑇

 

= [
𝑑1𝑚𝑎𝑥

√2𝑘1
,
𝑑2𝑚𝑎𝑥

√2𝑘2
, … ,

𝑑𝑛+1𝑚𝑎𝑥

√2𝑘𝑛+1
]

1×(𝑛+1)

𝑇

 

(32) 

 

( نحوه تعيين بردار مراکز و انحراف معيار مربوط به ورودی  4در شكل )

𝑥i   .نشان داده شده است 

به   𝑤هدف آموزش، به روز رساني رویِ خط مقادير وزن شبكه عصبي  

 ای است که بهترين تقريب از تابع ارزش عمل صورت پذيرد.گونه

 رابطه به روز رساني پارمترهای وزن شبكه عصبي به صورت زير است:

(33)  1

𝑙 − 1
𝑊𝑙 =

1

𝑙 − 1
𝐴𝑡
−1𝑏𝑡 

 شوند: به صورت زير به روز رساني مي 𝑏و بردار   𝐴که در آن ماتريس 

 

𝐴𝑡+1 = 𝐴𝑡 + 𝑒𝑡+1 (𝜙(𝑠𝑡, 𝑎𝑡)

− 𝛾𝜙(𝑠𝑡+1, 𝜋(𝑠𝑡+1)))
𝑇

 
(34)  

(35)  𝑏𝑡+1 = 𝑏𝑡 + 𝑒𝑡+1𝑟𝑡 

𝑒𝑡    های عمل   ت ياز وضع  ایخچهياست که تار  "مسيرشايستگي  "پارامتر  

  که عامل   يارزش آنها را نسبت به هر ارزش  راتييتغ  زانيانتخاب شده و م

به    NLSPI  تميالگور  یو برا  کنديمشخص م  آورد،يبدست م  نده يدر آ

 گردد:    صورت زير محاسبه مي

 
 𝑥𝑖: بردار مراکز و انحراف معيار مربوط به ورودی  4شكل 

𝑒𝑡 =∑(𝜆𝛾)𝑡−𝑘
𝑡

𝑘=1

𝜕𝒬(𝑠𝑡 , 𝑎𝑡 , 𝑤𝑡)

𝜕𝑤(𝑘)
 

=∑(𝜆𝛾)𝑡−𝑘
𝑡−1

𝑘=1

𝜕𝒬(𝑠𝑡 , 𝑎𝑡 , 𝑤𝑡)

𝜕𝑤(𝑘)

+
𝜕𝒬(𝑠𝑡 , 𝑎𝑡 , 𝑤𝑡)

𝜕𝑤(𝑡)
 

= γƛ𝑒𝑡−1 +
𝜕𝒬(𝑠𝑡 , 𝑎𝑡 , 𝑤𝑡)

𝜕𝑤(𝑡)
 

= γƛ𝑒𝑡−1 + 𝜙𝑗(𝑥𝑡) 
(36) 

مي که  است  واضح  فوق  پر  رابطه  از  نتيجه    فرمول توان  مستقيماً  را  زير 

 گرفت:

(37)  𝑒𝑡+1 = 𝛾𝜆𝑒𝑡 + 𝜙𝑗(𝑥𝑡+1) 

است.   [0,1]در بازه    ضريب تعقيب  فاکتور نزول و    در اين رابطه  

  ي ستگيشا  یرهايروش مسشود.  بردار صفر در نظر گرفته مي  𝑒𝑡مقدار اوليه  

  يرا در بروزرسان گذرا تفاوت  مونت کارلو و يبيعلاوه بر آنكه نگاه ترک

.  باشديم  زينگاه به عقب ن  یدارا  باشد،يعمل دارا م  -ارزش جفت حالت

  - ارزش جفت حالت  يبروزرسان  یبرا  که   باشديمعنا م  نيبد  هينگاه دوسو 

است،    رگذار يدر لحظات بعد تاثعمل    -حالت  نه تنها ارزش  ،يعمل فعل

زنج ارزش کل  بروزرسان  زين  يقبل   یها   و عمل  حالت  ره يبلكه  آن    يدر 

بود.که  رگذار يتاث سرعت    نيا  خواهد  بهبود  باعث  دقت  موضوع  و 

 . شوديم ييهمگرا

منظور  ب       محاسباته  حجم  الگوريتم    کاهش  مNLSPIدر  با    تواني، 

 A سيماتر يبه روز رسان یبه جا سونيمور -شرمن یواتسگيری از بهره 

را به روز   A  سيمعكوس ماتر  كباره يبه    س،يمعكوس ماتر  سبهمحا  پسو س

شرمن.  کرد  يرسان جمع    یبرا  سون يمور  -رابطه  حاصل  وارون    محاسبه 

پذ  سيماتر  کي خارج  ريوارون  حاصل ضرب  بردار    يو  به    vو    uدو 

 صورت زير است: 

(𝐴 + 𝑢𝑣𝑇)−1 = 𝐴−1 −
𝐴−1𝑢𝑣𝑇𝐴−1

1 + 𝑣𝑇𝐴−1𝑢
 

(38)  

 با تعريف:
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 : بلوک دياگرام تقريب سياست کمترين مربعات عصبي 5شكل

 

(39)  𝑢 = 𝜙(𝑠𝑡 , 𝑎𝑡) 

𝑣 = 𝑒𝑡+1(𝜙
𝑇(𝑠𝑡 , 𝑎𝑡) − 𝛾𝜙

𝑇(𝑠𝑡+1, 𝑎𝑡+1)) 

(40)  

 آيد:به صورت رابطه زير در مي Aرابطه به روز رساني معكوس ماتريس 

(41)  𝐴𝑡+1
−1 = 𝐴𝑡

−1 −
𝐴𝑡
−1𝑢𝑣𝑇𝐴𝑡

−1

1 + 𝑣𝑇𝐴𝑡
−1𝑢

 

ی بيشينه هموار به فرم زير استفاده  در اين مقاله برای انتخاب عمل از رابطه 

 شده است: 

𝜋𝑤
𝜏 (𝑠𝑡 , 𝑎𝑡 = 𝑎𝑘) =

𝑒𝑥𝑝 (𝒬̂(𝑠𝑡 , 𝑎𝑘) 𝜏)⁄

∑ 𝑒𝑥𝑝 (𝒬̂(𝑠𝑡 , 𝑏) 𝜏)⁄𝑏𝜖𝐴

 

=
1

∑ 𝑒𝑥𝑝 (
𝒬̂(𝑠𝑡 , 𝑏) − 𝒬̂(𝑠𝑡 , 𝑎𝑘)

𝜏
)𝑏𝜖𝐴

 

(42)  

𝜏که در آن   > شود. معمولاً در ابتدای آموزش  ناميده مي  1ضريب دما  0

مقدار ضريب دما بزرگ و در حين آموزش هر چه به سمت جلو مي رويم 

 تجربيات قبلي بيشتر استفاده گردد. يابد تا از مقدار ضريب دما کاهش مي

ها بر طبق تابع ارزش عمل تقريب زده شده  ( عمل42از آنجا که در رابطه )

وابسته است که برای    𝑤و    𝜏گردند، احتمال انتخاب عمل به  حاصل مي

توزيع احتمال عمل    تابعاند.  آورده شده   𝜋تاکيد بر اين موضوع در انديس  

بولتزمن از توزيع  بيشينه هموار  فرمول  پيوسته است،    2در  که يک توزيع 

مي در  تبعيت  همگرايي  لحاظ  از  مهم  خاصيت  يک  ويژگي  اين  کند. 

   NLSPIبلوک دياگرام الگوريتم    [.5باشد ] پيوسته مي  يتيتقو   یريادگي

ی اجرای يادگيری بر اساس الگوريتم برخط  ( و همچنين رويه5در شكل )

NLSPI ( نشان داده شده است.6در شكل ) 

 يدر واقع به روز رسان𝑤 بردار  ي است که به روز رسان  یادآوريلازم به  

𝒬̂  شوديم ديجد استيس استخراج و منجر به باشديم  . 

 

 
1 Temperature factor 
2 Boltzman Distribution 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 NLSPI: بلوک دياگرام رويه اجرای الگوريتم  6شكل 

 سازی شبیه -4

ارائه شده، عملكرد الگوريتم  برای ارزيابي کارايي استراتژی آموزشي       

معروف بالا    یهای ديگر در حل مسائل حالت پيوستهپيشنهادی با روش 

 گيرد. رفتن ماشين از تپه و ربات آکروبات مورد مقايسه قرار مي

 مسأله بالا رفتن ماشين از تپه  -1-4

تپه        از  ماشين  رفتن  يادگيری    3بالا  زمينه  در  معروف  مسائل  از  يكي 

و همچنين مسابقات علمي    [26، 27تقويتي است، که در مقالات مختلف ]

های يادگيری تقويتي از آن  مرتبط در اين زمينه جهت ارزيابي الگوريتم

(  7. اتومبيلي را در سراشيبي يک تپه مانند شكل )[29]  است استفاده شده  

در نظر بگيريد. هدف راندن ماشين از هر نقطه دره مشرف به تپه به بالای  

3 Mountain car problem 

t = t + 1 

NO 

YES 

Optimal 

Solution 

Initializing parameters of NLSPI 

algorithm 

Observing state 𝒔𝒕+𝟏 and receiving 

reinforcement signal 𝒓𝒕+𝟏 

Calculating AVF for all actions by Eq. (24) 

Choosing an action by Eq. (42) 

Calculating matrix, A and vector b by (34) and 

(35), respectively 

Whether the 

criteria are 

reached or not 

Updating the weight vector w for every             

𝒍 = 𝒌𝒕 , 𝒌 ∈ 𝑵  by (33) 
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کوتاه  در  ميآن  ممكن  زمان  محرک  ترين  نيروی  که  آنجا  از  اما  باشد، 

دار جاده را ندارد تنها  موتور ماشين توان لازم جهت عبور  از سطح شيب

راه حل ممكن برای موفقيت در اين شرايط انجام متوالي عقبگرد از شيب  

سمت چپ و دور شدن از هدف و حرکت رو به جلو تا زماني است که  

اينرسي لازم جهت غلبه بر شتاب گرانش و عبور از شيب سمت راست  

يک مثال از بكارگيری يک وظيفه کنترل  مسأله  اين  جاده حاصل شود.  

.  ست که از لحاظي ممكن است قبل از اينكه بهتر شود، بدتر شودا پيوسته 

-چون بايد قبل از رسيدن به هدف از آن فاصله بگيرد. بسياری از روش

ت بزرگي با اين قبيل مسائل دارند مگر اينكه  لامشكکنترلي،    هایشناسي

. متغيرهای ورودی در اين مسأله، موقعيت  به آنها کمک کند طراحشهود 

تنظيم رویِ  مي  (𝑣) و سرعت آن    (𝑥) ماشين   يادگيری،  از  باشند. هدف 

وزن گونهخط  به  عصبي  کنترلگر  يک  نيروی  های  بتواند  که  است  ای 

جهت راندن اتومبيل به بالای تپه از هر موقعيت و سرعت   (𝐹) کنترلي لازم  

 اوليه را در حداقل زمان فراهم نمايد. 

 ديناميک سيستم -1-1-4
 : ]27، 2]معادلات حرکت ماشين به صورت زير است 

 

𝑣𝑡+1  = min (0.07,max(−0.07, 𝑣𝑡  +  0.001 × 𝐹𝑡

+  g ×  cos( 3𝑥𝑡))) 

𝑥𝑡+1  = min(0.5,max(−1.2, 𝑥𝑡 + 𝑣𝑡+1)) 
(43) 

 

𝑔که در آن   = 𝐹مقداری ثابت  و     0.0025 ∈ -، کل عمل{1,0,1−}

باشد. محدوده تغييرات موقعييت  های ممكن قابل انجام در اين مسأله مي

 شوند: به صورت زيردر نظر گرفته مي (v)و سرعت آن  (x)ماشين 
{(𝑥, 𝑣 ∈ ℝ2)|−1.2 ≤ 𝑥 ≤ 0.5,−0.07 ≤ 𝑣 ≤ 0.07} 

(44) 

 

نقطه به  ماشين  محدوده سمت چپ خود  اگر  انتهای  𝑥𝑡)ی  = −1.2 )   

مي  مقداردهي  با صفر  آن  سرعت  انتهايي  برسد،  نقطه  به  رسيدن  و  شود 

𝑥𝑡)راست )محدوده سمت   =   موفقيت   هدف عامل بوده و به عنوان    0.5

شود. معادله ديناميكي حاکم بر مسير حرکت ماشين نيز  در نظر گرفته مي

sin(3𝑥) شود. در نظر گرفته مي 

 جزئيات آموزش  -2-1-4

ورودی مسأله  اين  عصبيدر  شبكه  𝑥های  = [𝑠, 𝑢]𝑇 = [𝑥, 𝑣, 𝑢]𝑇 

𝑠متشكل از موقعيت و سرعت عامل   ∈ [𝑥, 𝑣]  ها  باضافه تک تک عمل

𝑢 ∈ 𝐴 = مي  [1+,1,0−] آن حالت  منظوردر  به  تابع    باشند.  تقريب 

از   3ارزش عمل  × 3 × بر   3 پايه حالت و عمل    فضای   روی کل  تابع 
 عمل مسأله استفاده شده است.  -حالت

 
 

 : شماتيک مسأله بالا رفتن ماشين از تپه 7شكل 

 

 
 

 : ارزشِ عمل با بالاترين ارزش در  8شكل 

NLSPI 

𝜆همچنين   = نمونه  0.99 نرخ  در نظر گرفته شده    0.02برداری  و  ثانيه 

کند و  دريافت مي  -1است. در اين مسأله در هر قدم زماني عامل پاداش  

مي پاداش صفر  برسد  به هدف  که  آزمايش  [28]گيرد  زماني  نتايج هر   .

ابتدای هر اجرا مقادير   10متوسط ارزيابي انجام شده در   اجرا است. در 

تعداد    شوند. اگر های شبكه عصبي با مقدار اوليه صفر مقداردهي ميوزن

از   به هدف    300رويدادها  عامل  که  متوالي  دفعات  تعداد  يا  شود  بيشتر 

يابد. ضريب دما مطابق با رابطه  پايان مي  بخش آموزشبرسد    40رسيده به 

 [:5يابد ] زير در هر مرحله آموزش کاهش مي
𝜏𝑡

= {

𝜏𝑡−1 − (0.99)
𝑡 × 0.4 × 𝜏𝑡      𝑖𝑓 𝑡 = 4𝑘, 𝑡 < 25

𝜏𝑡−1 − (0.99)
𝑡 × 0.2 × 𝜏𝑡      𝑖𝑓 𝑡 = 4𝑘, 𝑡 ≥ 25

𝜏𝑡−1                                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒         

 

(45) 

𝑡که   ≥ ( مشخص است  45باشد. همچنانكه از رابطه )شماره رويداد مي  1

مقدار ضريب دما در طول هر رويداد ثابت است و در شروع هر رويداد  

 گردد.تعيين مي طبق رابطه مذکور مقدار آن
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 سازی در مسأله راندن ماشين به بالای تپه: مقايسه نتايج شبيه2جدول 

DDQN DDPG CMA-ES REPS RBLSPI RPI KLSPI LSPI NLSPI Method 
-135.7 -288.4 -85 -275.6 -110 -173.8 -179.1 -202.3 -83.6 Mean Return 

 سازینتايج شبيه -3-1-4

    ( منحني 8شكل  ارزش    (  بالاترين  با  عمل  maxارزشِ 
𝑎
(𝒬̂(𝑠, 𝑎)) 

  دهد. همانطور که از شكل را نشان مي  NLSPIتوليد شده توسط الگوريتم  

زده شده به اندازه کافي رضايت بخش  مشخص است تابع ارزش تقريب

آن  طريق  از  را،  به هدف  مناسب جهت رسيدن  سياست  بتوان  که  است 

( نيز سياست يادگرفته شده توسط عامل بر روی  9استخراج کرد. شكل )

مي نشان  را  ورودی  فضای  در  کل  از2)جدول  دهد.  حاصل  نتيجه   )  

بر    ندن ماشين به بالای تپه،رادر حل مسأله    NLSPIبكارگيری الگوريتم  

شده  بازده    نيانگيممعيار  حسب   تكرارهاکسب  تمام  با    ي آموزش  یدر 

،  LSPI  ،KLSP  ،RPI  ،RBLSPIهای  بهترين نتايج حاصل شده از روش 

REPS  ،ES-CMA  ،DDPG1    وDDQN    مقالات در    [ 25-27]که 

سازی مشخص  اند مقايسه شده است. همچنانكه از نتايج شبيهگزارش شده 

با اختلاف بسيار مناسب، عملكرد بهتری نسبت به بقيه داشته    NLSPIاست  

با    LSPI( عملكرد سه الگوريتم از خانواده  10است. همچنين در شكل )

مقايسه شده است. همانگونه که از شكل مشخص است    NLSPالگوريتم 

NLSPI  های هم خانواده خود از نظر  عملكرد بسيار بهتری نسبت به روش

نهايي که بدان همگرا شده، داشته   سرعت همگرايي و همچنين سياست 

  است.

 مسأله آکروبات  -2-4
 2از جمله مسائل اساسي کنترل غيرخطي، مسأله تاب خوردن به بالا 

گيرد. آکروبات در  در زمره چنين مسائلي جای مي  3است که آکروبات 

𝑙𝑖)ای دو لينكي  واقع يک ربات صفحه  , 𝑖 = با دو درجه آزادی    ( 1,2

است که دارای دو مفصل چرخشي و يک عملگر در محل تقاطع بازوهای  

مي )شكل ربات  فيزيكي  11باشد  نظر  از  ربات  حرکات  اينكه  توجه  با   .)

  کند به ربات آکروباترفتار يک ژيمناستيک آکروبات باز را مدل  مي

نقطه تعادل  . در اين مسأله هدف رسيدن ربات به  ]3[معروف شده است  

برای اين منظور ربات بايد   ((.12( در شكل ) 5باشد )موقعيت )ناپايدار مي

حالت تاب خوردن گرفته تا بتواند انرژی لازم را برای رسيدن به وضعيت  

عمودی نامتعادل در بالای ميله در حالي که کماکان به همان نقطه اوليه  

 متصل است به دست آورد.

 
1 Deep Deterministic Policy Gradient 
2 Swing-Up Control 
3 Acrobot 

 
 بر روی کل فضای ورودی  NLSPI: سياست يادگرفته شده توسط 9شكل 

 

 
 NLSPIو   LSPI ،KLSPI ،RPI های: مقايسه عملكرد الگوريتم10شكل 

سيستم  زمره  در  اول،  مفصل  در  عملگر  نداشتن  بدليل  های  آکروبات 

مرتبه يک قرار دارد زيرا تعداد عملگرهای آن از    4مكانيكي زيرکارانداز 

آزادی درجه  باندازه تعداد  جمله  اش  از  است.  کمتر  واحد  يک  ی 

مي مسأله  اين  داخلي، خصوصيات  پيچيده  ديناميک  به  رفتار    توان 

سازی بودن فيدبک اشاره کرد. به طور  و غيرقابل خطي  5غيرهولونوميک 

آکروبات    های زيرکارانداز همچونکلي، نظريه جامعي برای کنترل ربات

نظر   نقطه  از  مسأله  اين  خصوصيات،  اين  به  توجه  با  لذا  ندارد.  وجود 

 های اخير  شود که در دهه کنترلي، موردی غني و حائز اهميت تلقي مي

4 Underactuated 
5 Non-Holonomic 
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 : مسأله آکروبات 11شكل 

 

های علم کنترل را به خود جلب کرده است  ای از پژوهش حجم گسترده 

فرض بر اين است که در ابتدا آکروبات در نقطه تعادل پايدار    .]30-32[

((، عامل بايد به استراتژی دست يابد  12( در شكل ) 1قرار دارد )موقعيت )

دادن تاب  بوسيله  و  ربات  دوم  مفصل  به  گشتاور  اعمال  با  تنها  های  که 

ای افزايش دهد که ربات به نيم صفحه  متوالي، انرژی آکروبات را به گونه

ناپايدار خود برسد. متغيرهای حالت مسأله،   به نقطه تعادل  بالايي رفته و 

مشتقات و  لينک  دو  زاوايای  ميشامل  سرعت  آنها  مسأله  اين  در  باشد. 

بازه زاويه به  اول  بازوی  𝜃̇1ی  ای  ∈ [−4𝜋 , 4𝜋]  زاويه سرعت  ای و 

𝜃̇2ی بازوی دوم به بازه  ∈ [−9𝜋 , 9𝜋]   12[. شكل )6اند ]محدود شده  )

نمايي از چند حرکت نوعي آکروبات برای رسيدن از نقطه تعادل پايدار  

 دهد. به نقطه تعادل ناپايدار را نشان مي

 ديناميک سيستم -1-2-4
 [: 31،  3معادلات ديناميكي حاکم بر سيستم ربات آکروبات، عبارتند از ]

 

(46)  𝜃̈1 = −𝑑1
−1(𝑑2𝜃̈2 + 𝜙1) 

𝜃̈2 = (𝑚2𝑙𝑐2
2 + 𝐼2 −

𝑑2
2

𝑑1
)

−1

(𝜏 +
𝑑2
𝑑1
𝜙̇1 − 𝜙̇2) 

(47)  

 که در آن:

 

𝑑1 = 𝑚1𝑙𝑐1
2 +𝑚2(𝑙1

2𝑙𝑐2
2 + 2𝑙1𝑙2𝑐𝑜𝑠𝜃2) 

+𝐼1 + 𝐼2 

(48)  

(49)  𝑑2 = 𝑚2(𝑙𝑐2
2 + 𝑙1𝑙𝑐2𝑐𝑜𝑠𝜃2) + 𝐼2 

𝜙̇1 = −𝑚2𝑙1𝑙𝑐2𝜃̇2
2
𝑠𝑖𝑛𝜃2 − 2𝑚2𝑙1𝑙𝑐2𝜃̇2𝜃̇1𝑠𝑖𝑛𝜃2 

+ (𝑚1𝑙𝑐1 +𝑚2𝑙1)𝑔𝑐𝑜𝑠(𝜃1 − 𝜋 2⁄ ) + 𝜙̇2 

(50)  

(51) 𝜙̇2 = 𝑚2𝑙𝑐2𝑔𝑐𝑜𝑠(𝜃1 + 𝜃2 − 𝜋 2⁄ ) 

 

 
 : نمايي از حرکات ربات آکروبات برای رسيدن به هدف12شكل 

 سازی شده: پارامترهای مسأله آکروبات شبيه3جدول 

Unit Value Symbol Model Parameter 
m 1.0 𝑙1 , 𝑙2 Link lengths 
m 0.5 𝑙𝑐1 ,  𝑙𝑐2 Joint to mass center 
kg 1.0 𝑚1 ,  𝑚2 Link masses 

kg. 𝑚2 1.0 𝐼1 , 𝐼2 Link inertias 
N.m {−1 ,0,1} 𝜏 Torque range 
𝑚
𝑠2⁄

 9.8 g Gravitational force 
s 0.05 𝑡𝑖 Integration time step 
s 0.2 𝑡𝑐 Control time step 

 

سازی مورد استفاده قرار  تنها جهت شببيهشايان ذکر است معادلات فوق  

 باشد. اند و از ديد عامل )بخش کنترل( ديناميک سيستم ناشناخته ميگرفته

 جزئيات آموزش  -4- 2-2   

ورودی      مسأله  اين  عصبي  در  شبكه  𝑥های  = [𝑠, 𝑢]𝑇    از متشكل 

آنها   و مشتقات  لينک  𝑠زوايای دو  = [𝜃1, 𝜃2, 𝜃̇1, 𝜃̇2]   ی تک  باضافه

𝑢ها  تک عمل  ∈ 𝐴 = باشد. همچنين به  در آن حالت مي  [1+,1,0−]

  -تابع پايه حالت  3از    NLSPIعمل در الگوريتم  تابع ارزش  منظور تقريب  

عمل ورودی استفاده شده است    -عمل بر روی هريک از متغييرهای حالت

فضای حالت بر روی کل  3عمل مسأله    -لذا  × 3 × 3 × 3 × تابع    3

 عمل خواهيم داشت.   -پايه حالت

از آنجا که هدف کنترلي در اين مسأله رسيدن به نقطه تعادل ناپايدار در  

 گردد:باشد سيگنال تقويتي به صورت زير تعريف ميحداقل زمان مي

(52) 𝑟𝑡 = {
0     𝑖𝑓  𝑠 = 𝑠𝑇
−1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 بيانگر حالت نهايي در نقطه تعادل ناپايدار است.   𝑠𝑇که در آن 

تنظيم مي  𝜆پارامترهای ضريب دما و   قبل  مثال  به  مانند  گردند. همچنين 

پارامترهای   تنظيم  در  شده  ذکر  شرايط  تمام  عادلانه  ارزيابي  منظور 

گردد باضافه اينكه نرخ يادگيری در روش  نيز لحاظ مي  NSLالگوريتم  

NSL 3[شود مطابق با رابطه زير در هر مرحله از آموزش تنظيم مي[ : 

(53)  𝜂𝑡 = {
𝜂𝑡−1 1.001⁄       if  𝑡 = 4𝑘 
𝜂𝑡−1                   otherwise

 

 هر  در آموزش مكانيسم و کنندهمشاهده تأثير کنترلِ اعمالي، کنترل برای 
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 سازی  مقايسه نتايج شبيه: 3جدول 

Avg. time (Sec) LE Failure Rate Std. (LDI) Avg. LDI Method Initial Parameters 

149.2 75.42 1.7 12.8 39.26 NSL 𝜂0 = 0.1 𝑇0 = 0.1 

112.36 59.7 0.6 6.31 32.5 NLSPI --------- 𝑇0 = 0.01 

LDI, Learning duration index; LE, Length of Episode; NSL, Neural Sarsa Learning; NLSPI, Neural Least Square Policy Iteration 

و    یپارامترها  هي کل  فتعري.  شوندمي  تحريک  ثانيه  2/0 شده  استفاده 

آنها در نظر گرفته شده در جدول    یبرا  سازی هيکه در شب  یريمقاد  ن يهمچن

اجرا    30( آمده است. نتايج هر آزمايش متوسط ارزيابي انجام شده در  3)

صفر   هيبا مقدار اول عصبيشبكه  هایوزن ريهر اجرا مقاد  ی. در ابتداتاس

 . شونديم يمقدارده

بيشتر شود يا تعداد دفعات متوالي که عامل    200از    1اگر تعداد رويدادها      

يابد. شماره رويداد  برسد بخش آموزش پايان مي  30به هدف رسيده به  

در نظر    2(LDI)  "معيار زمان آموزش"در پايان بخش آموزش به عنوان  

شود و زماني پايان تعادل پايدار آغاز مي  شود. هر رويداد از نقطه گرفته مي

های انجام شده توسط  پذيرد، که يا عامل به هدف برسد و يا تعداد قدممي

بيشتر شود. انحراف معيار رويدادها به عنوان   100عامل در يک رويداد از  

-شود. تعداد قدمدر نظر گرفته مي 3( Std.(LDI)) "معيار انحراف معيار"

تعداد  "ای انجام شده در رسيدن به هدف در يک رويداد به عنوان معيار ه

شود. درصد شكست  در نظر گرفته مي  4(LE)  "قدم زماني رسيدن به هدف 

 گردد. لحاظ مي  "5معيار نرخ شكست"عامل در رسيدن به هدف به عنوان  

گردد. سيستم  محاسبه مي  (Avg. (time))  ميانگين زمان اجراهمچنين        

 Intel coreسازی دارای پردازشگر کامپيوتری مورد استفاده جهت شبيه

i3 (2.20 GH)  باشد.  گيگابايت حافظه مي 4و 

برای مقايسه دو الگوريتم تغييرات زوايای دو لينک در يک اجرا که        

حداکثر   نقطه    20شامل  از  شروع  با  ,𝜃1)رويداد  𝜃2, 𝜃̇1, 𝜃̇2) =

قدم ها در يک  مي   (0,0,0,0) تعداد  باشد بررسي شده است. حداکثر 

 در نظر گرفته شده است.   100رويداد در بخش آموزش

 سازینتايج شبيه -3-2-4

     ( از  4جدول  نتايج حاصل  با    30(  مقايسه  در  را  متمايز روش  اجرای 

-مي  به ازای نرخ يادگيری و ضريب دما نشان  NSLبهترين نتيجه روش  

مستقل از   NLSPIهد. همچنان که پيش از اين نيز اشاره شد الگوريتم  د

استنرخ   لحاظ  يادگيری  آن  برای  مقداری  جدول  در  است.  لذا    نشده 

دهد، زمان آموزش وکيفيت عملكرد  سازی نشان ميهمچنانكه نتايج شبيه

 باشد. بطوريكه از نظر  مي NSLبسيار بهتر از روش  NLSPIدر روش 

 
 د. هدف مي باشمنظور از يک رويداد شروع از نقطه آغاز و رسيدن به  1

2 Learning Duration Index (LDI)  

 
 NSLها در  LDI: هيستوگرام 13شكل 

 
 NLSPIها در  LDI: هيستوگرام 14شكل 

 

  3و از لحاظ نرخ شكست، تقريباً    %20(، در حدود  LDIزمان آموزش )

همچنين از لحاظ زمان اجرا با وجود بالاسری    برابر بهتر عمل کرده است.

 و بردار  Aبه دليل درگير شدن مقادير ماتريس    NLSPIمحاسباتي بيشتر  

b  شود که  در محاسبات مشاهده ميNLSPI    نسبت بهNSL  ،30%  تر  سريع

های شبكه عصبي  عمل کرده است. در حقيقت نحوه به روز رساني وزن 

ارزش  از    تریای است که تقريب مناسببه گونه  NLSPIدر الگوريتم  

م صورت  هردپذييعمل  برا  LDI  ستوگرامي.  الگور  یها  دو    در  تميهر 

داده شده است. همان14( و )13)  های شكل نشان    هاشكل   از  که  گونه ( 

ه  زيمتما  یاجرا  30  ازای  به  است  مشخص واگرا  چ يدر    وجود  ييمورد 

اجراها،   در همه  و  اپ  ی ريادگينداشته  تعداد  از    زوديبا  صورت    60کمتر 

عملكرد    ديمؤ   NLSPIها در  LDIپراکندگي کمتر    ني . همچنتگرفته اس

3 Standard Deviation Index (Std. (LDI)) 
4 Length of Episode (LE) 
5 Failure Rate   
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 آکروبات مسأله در سازی مقايسه نتايج شبيه: 4جدول  

Avg. time (Sec) LE Failure Rate Std. (LDI) Avg. LDI Method Initial Parameters 

149.2 75.42 1.7 12.8 39.26 NSL 𝜂0 = 0.1 𝑇0 = 0.1 

112.36 59.7 0.6 6.31 32.5 NLSPI --------- 𝑇0 = 0.01 

LDI, Learning duration index; LE, Length of Episode; NSL, Neural Sarsa Learning; NLSPI, Neural Least Square Policy Iteration 

    
 NLSPIدر روش  (θ1)ای بازوی اول  : تغييرات زاويه15شكل 

    
 NSLدر روش  (θ1)ای بازوی اول  : تغييرات زاويه16شكل 

به   نسبت  روش  شكل  يم  NSLبهتر  )15)  هایباشد.  و  تغ16(    رات يي( 

  نکيل  ای هيزاو  رات يي( تغ18( و )17)  های و شكل  (𝜃1)اول    نکي ل  ایهيزوا

𝑇0که    يحالت  یرا در هر دو روش برا  (𝜃2)دوم   = 𝜆و    0.1 = 0.99 

هم    NLSPIاست روش  مشخص  ها همانگونه که از شكل دهند. نشان مي

از جهت سرعت همگرايي و هم از نظر سياست نهايي که بدان همگرا شده  

  NLSPIعمل کرده است. در روش    NSLاست به مراتب بهتر از روش  

رويداد به سياست شبه بهينه خود همگرا    3به طور متوسط الگوريتم پس از  

معيار در روش اين  رويداد    9در حدود    LSPI شده است در حالي که 

بدان همگرا   NLSPIباشد همچنين سياست نهايي که در نهايت روش مي

قدم تعداد  بوده و  بهتر  مراتب  به  بسيار کمتری در  شده است  های زماني 

 رسيدن به هدف انجام شده است. 

بس  انيشا در  که  است  کنترل  یار يذکر  هدف  مقالات  مسأله    ياز  در 

رس اندازه    دن يآکروبات،  به  بالا   ک يربات  آو  یواحد  در    زينقطه  آن 

و    عيسر  اريبس  NLSPI  ز يحالت ن  نيشده است. در ا  فيحداقل زمان تعر

  يتعداد قدم زمان  ار يمع  ني. همچنشوديهمگرا م  زوديبه طور متوسط با دو اپ

است که بهتر از روش    يقدم زمان  50طور متوسط در حدود    هآن ب  یبرا

KLSPI    16[  ي قدم زمان  52با[  ،    روشNSL    يقدم زمان  58با  ]روش    ،  ]3

DDQN    27[  يزمان  قدم  98با[،    روشLSPI    يقدم زمان  315با  ]و    ]30

-31[است  ي قدم زمان  70با حدود  يقبل  نهي شبه به هایروش گريبهتر از د

33[ . 

 ی رگیجهینت -5

که   وستهيپ يتيتقو  یريادگي ديجد  يبيترک تميالگور کيمقاله  نيدر ا     

.  ديگرد  يحاصل شده معرف   يعصب   هایبا شبكه   LSPIروش    بياز ترک

که    تميالگور س  یريادگيمذکور  عصب  نيکمتر  استيتكرار    يمربعات 

((NLSPI  تنها بوده و به  -ساختار نقاد  یدارا  ی شد از لحاظ معمار  ده ينام

.  روديبه صورت بر خط به کار م  يشبكه عصب  کي  هایوزن   ميظمنظور تن 

ا ارائه    سازی اده يپ  نيدر  تقر  کيبا  عصب  بيساختار    د،ي جد  ي زننده 

  تمالگوري  در  عمل   – حالت  هيتوابع پا  فيرفع چالش تعر  یبرا  یراهكار

LSPI  عصب نظر    ي ارائه شد. شبكه  به    RBFشبكه    کيمورد  که  است 

به    جي تابع ارزش عمل به کار گرفته شد. بر طبق نتا  یزننده   بيعنوان تقر

و هم از    ييهم از لحاظ سرعت همگرا  یشنهاديپ  تميدست آمده، الگور

م  ياستي س  تيفيلحاظ ک بدان همگرا  بسيار مطلوبي  يي  از کارا  شودي که 

مي ارائه شده  مزايای روش  از  است.  اشاره  برخوردار  زير  موارد  به  توان 

ابعاد که در مسائل  ارائه شده ميروش    -1کرد:   تواند بر چالش تنگنای 

دهد بخوبي غلبه  پيوسته رخ ميعمل بزرگ و    -کنترلي با فضای حالت

  عدم نياز به نرخ آموزش در الگوريتم که خود يک چالش در   - 2  کند.

ويژه امتياز  است  تقويتي  يادگيری  ميمسائل  محسوب  روش  برای    ايي 

سرعت همگرايي بالا و عدم وجود موارد واگرايي ويژگي قابل    -3گردد.  

 شود. توجه روش محسوب مي
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 NLSPIدر روش  (θ2)ای بازوی دوم  : تغييرات زاويه17شكل 

    
 NSL  در روش  (θ2)ای بازوی دوم  : تغييرات زاويهشكل 
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