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بندی بلادرنگ نوع خودرو، به دليل کاربردش در کنترل و تحليل ترافيک، از موضوعات جذاب و بسيار های اخير، طبقهدر سال: چکیده

ای خودرو و دوربين، دار باکيفيت، تغييرات در وضعيت زاويهای آموزشي برچسباست. با توجه به محدوديت تعداد نمونه پرکاربرد بوده

کيفيت و وضوح تصوير، نور و شرايط آب و هوايي، دقت تشخيص از چالش های مهم در سيستم های تشخيص نوع خودرو مي باشد. در اين 

ی است. در ساختار عصبي پيشنهادی، لايهها با دقت بالا معرفي شدهجديد برای تشخيص نوع خودرو ی کانولوشن بلادرنگمقاله، يک شبكه

ی کانولوشن، قابليت استخراج ويژگي را نيز ی ويژگي خروجي از لايهادغام جديد با استفاده از تبديل موجک هار علاوه برکاهش ابعاد نقشه

باشد که موجب بالارفتن دقت های کانولوشن مياني ميقبل از لايه 1تحريک-های فشارکنوآوری ديگر ساختاری، استفاده از بلو دارد.

سازها، ها، از طريق تغيير ساختار بهينهرساني وزنروزانتشار، با اصلاح روش بهبراين، در الگوريتم يادگيری پسشود. علاوهبازشناسي مي

 MIO-TCDو مجموعه  IRVDی روش پيشنهادی روی دو مجموعه داده صل شده است.رفتن دقت بازشناسي حاترپايداری بيشتر شبكه و بالا

 بندی،های طبقههای کانولوشن رايج، از نظر معياردهند که ساختار پيشنهادی در مقايسه با ساختاراست. نتايج ارزيابي نشان ميارزيابي شده

 عملكرد بهتری داشته است.

 ی عميق، تشخيص خودرو، موجک هار.يادگير شبكه کانولوشن،کلمات کلیدی: 

Real-time vehicle type recognition using a convolution and Haar 

wavelet pooling based classifier  

Seyyed Mohammad Javadi Moghaddam, Hossein Gholamalinejad 

 

Abstract: Over the past few years, real-time classification of vehicle types has become an 

increasingly popular and important topic, given its wide range of applications in traffic control and 

analysis. Among the various methods available for classifying car types, convolutional neural 

networks (CNNs) have emerged as particularly appealing. In this article, we introduce a new real-

time CNN architecture that is specifically designed to detect different types of cars. This innovative 

structure incorporates several unique features, including novel network architecture and structural 

elements, as well as an advanced learning method based on the back-propagation algorithm. One key 

aspect of our proposed method is its use of feature extraction at three different locations within the 

network, which allows for more accurate and efficient classification of car types. To evaluate the 

performance of our approach, we conducted experiments on two popular datasets (IRVD and MIO-

TCD), and compared our results against those obtained using traditional CNN structures. Our 

 
1SE Block: Squeeze-and-Excitation blocks 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
1-

30
 ]

 

                             1 / 10

http://joc.kntu.ac.ir/article-1-990-en.html


86 

 

 موجک هار امبند مبتني بر شبكه کانولوشن و ادغتشخيص بلادرنگ نوع خودرو با استفاده از طبقه

 حسين غلامعلي نژاد، سيد محمد جوادی مقدم

 

Journal of Control, Vol. 18, No. 2, Summer 2024  1403، تابستان 2، شماره 18مجله کنترل، جلد 

 

evaluation results demonstrate that our proposed CNN architecture outperforms existing approaches, 

achieving superior classification accuracy across a range of criteria. Overall, our work represents a 

significant advance in the field of real-time car type classification, with broad implications for traffic 

management and analysis. 

 

Keywords: Convolution Neural network, Deep learning, IRVD dataset, Vehicle type 

Recognition. 

 مقدمه -1

امروزه تجزيه و تحليل بصری در مورد نظارت بر ترافيک، يكي از 

بندی و رود. طبقهموضوعات جالب توجه در بينايي ماشين به شمار مي

ای تشخيص وسايل نقليه به دليل مواردی مثل تغييرات در وضعيت زاويه

خودرو و دوربين، کيفيت و وضوح تصوير، نور و شرايط آب و هوايي، در 

. [1]روند ی مسائل پيچيده و دشوار در بينايي ماشين به شمار ميزمره

تردد هوشمند با هدف به حداقل رساندن مشكلات های کنترلسيستم

های کنترل تردد هوشمند اند. يكي از بهترين راه کارترافيكي ايجاد شده

. [2]های عصبي کانولوشن است مبتني بر هوش مصنوعي، استفاده از شبكه

های مختلف علمي های عصبي کانولوشن در شاخههای اخير، شبكهدر سال

های مبتني بر هوش از قبيل بينايي ماشين، بازشناسي گفتار و سيستم

-های طبقهاند. قدرت بالای روشگيری داشتههای چشممصنوعي، موفقيت

بندی مبتني بر کانولوشن، سهولت استفاده و عدم نياز به استخراج دستي 

های های شبكهها است. يكي از کاربردويژگي، از مزايای اين روش

های های اخير ساختاربندی تصاوير است که در سالکانولوشن، طبقه

است. کاربرد برخي از اين مختلفي برای نيل به اين هدف معرفي شده

ای مانند تصاوير خودرو بندی تصاوير پيچيدهها، استفاده در طبقهساختار

 است. 

. يكي از چالش[3]های زيادی مواجه هستند های کانولوشن با چالششبكه

ها برای يادگيری شبكه يا های اساسي، زياد بودن تعداد تكرار لازم داده

دهي به فرآيند استخراج ويژگي های شبكه است. جهتتثبيت نسبي وزن

تواند فرآيند يادگيری را تسريع نموده و تعداد دفعات ا ميهدر اين شبكه

 تكرار را کاهش دهد. 

دهي به فرآيند استخراج شده در اين مقاله، با هدف جهتهای ارائهراهكار

ويژگي، هم در سطح ساختار طبقه بند و هم در سطح الگوريتم يادگيری، 

 مي باشد.

 ارهای پیشینک -2

بندی های مختلف تقسيمتوان از جنبهمي های شناسايي نوع خودرو راروش

های های شناسايي که به استخراج دستي ويژگي مانند ويژگيکرد. روش

نياز دارند. نقطه ضعف اين  SURF [6]، و الگوريتم HOG [5]، [4]هندسي 

های مهم تصوير در فرايند استخراج ها از دست رفتن برخي از ويژگيروش

 ويژگي است. 

 
1 R-CNN: Region-proposal CNN 

های مبتني بر روش يادگيری عميق است ترين تكنيک، روشامروزه رايج

های سطح پايين و سطح که از مزيت قابل توجهي در استخراج ويژگي

. [7]شي و تشخيص برخوردار است بندی بالای تصوير برای بهبود طبقه

بندی ها برای دستهترين روشهای عصبي مبتني بر کانولوشن، از رايجشبكه

ديدی مبتني بر اين های جروش [8]ها هستند. سون و همكارانش خودرو

-ی کانولوشن بدون نظارت و از شبكهها از شبكهها ارائه کردند. آنشبكه

کردند و به ها استفادههای خودرونظارتي برای استخراج ويژگيهای نيمه

 درصدی در بازشناسي نوع خودرورسيدند.  35/88صحت 

 توسط عثمان و 1ناحيه-ی عصبي کانولوشن مبتني بر پيشنهادشبكه

. در [9]هاروش ديگری بود که ارائه شد بندی خودروهمكارانش برای طبقه

بندی تصاوير خودرو با زوايای مختلف )نمای جلو، طبقه ،اين روش، هدف

درصد، در اين روش گزارش  24/99نمای جانبي، نمای عقب( بود. صحت 

 است.شده

بندی نوع خودرو با استفاده از يک ويژگي يک رويكرد طبقه [10]آونگ 

پيشرفته پيشنهاد کرد که درآن ازتكنيک استخراج مبتني بر شبكه عصبي 

يه استفاده کرد. دقت کانولوشن فيلتر شده پراکنده با استراتژی پرش از لا

از ترکيب الگوريتم ماشين بردار پشتيبان  [11]جوشوا  بود. ٪93اين روش 

درصدی  95بندی خودرو استفاده کرد و توانست صحت برای طبقه OCRو 

ازالگوريتم کوانتيزاسيون بردار  [12]بورمن و همكاران  را حاصل کند.

يادگيری برای شناسايي نوع خودرو استفاده کردند. دقت بدست آمده 

از يک شبكه کانولوشن عميق  [13]بود. خراکي  ٪83توسط اين روش 

های ترافيک استفاده کرد بندی خودروهای اورژانس در سيستمبرای طبقه

 برای اين موضوع مناسب مي باشد.  Densenet121و نشان داد که شبكه  

بندی نوع خودرو با استفاده از يک روش يک مدل طبقه[14]هو و همكاران 

عنوان به Soft maxاستخراج ويژگي پيشرفته معرفي کرد. اين روش از 

-ی دادهکند. اين روش، با اعمال بر روی يک مجموعهبند استفاده ميطبقه 

تايي از تصاوير نمای جلوی شش کلاس خودرو، صحت  1200ی کوچک 

يک روش ترکيبي  [15]غلامعلي نژاد  است.  ادهدرصدی را نتيجه د 80/97

با استفاده از شبكه کانولوشن و لايه های ادغام موجكي ارائه کرد و به دقت 

-درصد رسيد. کار جديد ديگر توسط ژو و همكارانش معرفي شده 12/97

 (NIN)است که برای تشخيص وسايل نقليه، از تكنيک شبكه در شبكه 

. در اين روش، از ادغام ميانگين سراسری برای [16]است اده کرده استف

بندی شود. صحت اين مدل برای طبقهبرازش استفاده ميجلوگيری از بيش 
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درصد  20/97ی اتومبيل استنفورد، ی دادهوسايل نقليه، بر روی مجموعه

 است. گزارش شده

استفاده از فهرست  ژو و همكارانش يک روش مبتني بر يادگيری عميق با

. در اين [17]است  فشرده سازی برای شناسايي نوع خودرو پيشنهاد داده

ی عصبي کانولوشن هرمي چند مقياس برای تشخيص روش، از يک شبكه

دهد ميزان است. نتايج گزارش شده در اين مقاله نشان مياستفاده شده

درصد  95آوری شده، بيش از های آزمون جمعتشخيص آن بر روی داده

  .است

اين مقاله با تغيير در سطح ساختار طبقه بند و هم در سطح الگوريتم 

يادگيری، سعي کرده است که صحت و ديگر معيارهای طبقه بندی را بهبود 

 بخشد.

 وش پیشنهادیر -3

معماری و اجزای راهكار پيشنهادی برای بازشناسي بلادرنگ نوع خودرو 

 شود.مبتني بر کانولوشن، در ادامه بيان مي

 

 هازرساني وزنروهب 1-3
بر کانولوشن، توسط  يمبتن يعصب هایبا نظارت در شبكه یريادگي نديفرآ

 ناي در هاوزن روزرسانيبه ی. براشودمي اجرا انتشارپس تميالگور

-شياز ب یريبهتر و جلوگ ييهمگرا یبرا يمختلف هایروش تم،يالگور

 یهيلا هایکانولوشن، وزن يعصب هایشبكه در. استشده شنهاديپ برازش

 هاوزن ناي. دارند عهدهرا به هاهيلا نياطلاعات ب رييتغ نديفرآ ولوشن،کان

عموما شامل  هيدر هر لا شوند،يم رهيدر حافظه ذخ سماتري صورتبه که

به  تواندياطلاعات مشابه، م نيهستند. حذف هدفمند ا ياطلاعات مشابه

 یشنهاديپ سازنهيبه تميبهتر کمک کند. الگور هایيژگيو یساختن نقشه

حذف هدفمند اطلاعات مشابه موجود در  یبرا  WGD سازنهيموسوم به به

 نيانگيم سيهدف، ما از ماتر نيتحقق ا یکانولوشن است. برا هایهيلا

 سيهمگشت، ماتر یهي. در هر لامياستفاده کرد هيدر هر لا انيگراد

 يوزن هایکرنل انيدگرا یهمه از و شده محاسبه هاکرنل انيگراد نيانگيم

 است:  رزي صورتآن، به ی. رابطهشوديم قيتفر ه،يلا نيموجود در ا

 

(1) 

ℎ𝑘,𝑥𝑛
= ∇𝑥𝑛

𝐽(𝑥𝑛(𝑘)) − 𝜇𝑥𝑛  

𝜇𝑥𝑛 =
1

𝑝
∑ ∇𝑥𝑛

𝐽(𝑥𝑛(𝑖))

𝑝

𝑖=1

 

 یشماره kام، n يبلوک اصل يوزن هایکرنل سيماتر nx، 1رابطه  در

در هر کدام از  يوزن هایکرنل هایانيگراد نيانگيم nxμ ،يکرنل وزن

وزن  هایسيتعداد ماتر Pاست.  نهيتابع هز Jاست. تابع  ياصل هایبلوک

 ام است.x يدر بلوک اصل

 

 
1 Discrete Wavelet Transform 

 1DWTی ادغام يهلا 3-2
ی های عصبي مبتني بر کانولوشن، لايهها در شبكهترين لايهيكي از اصلي

های ی ويژگيی اصلي اين لايه، کاهش ابعاد نقشهادغام است. وظيفه

-های کانولوشن است. ساختار پيشنهادی ادغام، بر پايهاستخراج شده از لايه

است. با استفاده از اين تبديل، شده ی هار تدوينی تبديل موجک گسسته

-های مفيد را اجرا ميی ادغام فرآيند کاهش ابعاد و استخراج ويژگيلايه

توانيم تبديل موجک را يک تصوير در نظر بگيريم، مي 𝑥 اگر. [18] کند

وشن را استفاده کنيم؛ فيلتر پايين گذر ی دو بعدی با چهار فيلتر کانولگسسته

𝑓𝐿𝐿 و فيلترهای بالاگذر ،𝑓𝐿𝐻 , 𝑓𝐻𝐿 , 𝑓𝐻𝐻 ها به ورودی . وقتي اين فيلتر𝑥 

𝑥𝐿𝐿های اعمال شوند، چهار تصوير به نام , 𝑥𝐿𝐻 , 𝑥𝐻𝐿 , 𝑥𝐻𝐻  توليد

ی قبل، يک دوم حلهخواهند شد. ابعاد اين تصاوير، نسبت به تصوير مر

صورت ها بهکه از موجک هار استفاده کنيم، تعريف فيلتراست. در صورتي

 زير است:

 

 

(2) 
(

𝑓𝐿𝐿 = (
+1 +1
+1 +1

) 𝑓𝐿𝐻 = (
−1 −1
+1 +1

)

𝑓𝐻𝐿 = (
−1 −1
−1 −1

) 𝑓𝐻𝐻 = (
−1 −1
−1 −1

)
) 

 

 های اين تبديل گسسته با روابط زير محاسبه خواهند شد:و خروجي

(3) 
(

𝑥𝐿𝐿 = (𝑓𝐿𝐿⨂𝑥) ↓2 𝑥𝐿𝐻 = (𝑓𝐿𝐻⨂𝑥) ↓2

𝑥𝐻𝐿 = (𝑓𝐻𝐿⨂𝑥) ↓2 𝑥𝐻𝐻 = (𝑓𝐻𝐻⨂𝑥) ↓2
) 

 

 2↓ی عملگر کانولوشن و علامت نشان دهنده ⨂ی فوق، علامت در رابطه

 است. 2ی گيری کاهشي با مرتبهبه معنای نمونه

 

 بقه بند پيشنهادیط 3-3
خودرو، دو مسئله در  بندیساختار مناسب جهت طبقه کي يطراح یبرا

به  دنيرس ی. براييو صحت شناسا يينظر گرفته شده است: سرعت شناسا

 يکم ريآموزش پذ هایتعداد پارامتر ديساختار مورد نظر با ع،يپاسخ سر

بالا، نوع  يصحت بازشناس کيبه  دنيتحقق هدف رس برای و باشدداشته 

 . شوند انتخاب دقت به ديبا هاهيلا یو مرتبه

-فشار هایبا بلوک يکانولوشن سنت یشبكه هایهيلا ،یشنهاديساختار پ در

 شده بيترک يحذف تصادف هایهيو لا يادغام موجك هایهيو لا کيتحر

 دهد.يرا نشان م  یشنهادپي بندطبقه ساختار 1 شكل. است

 
 پيشنهادی    ساختار طبقه بند: 1 شكل
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به  Mishی کانولوشن از تابع فعال ساز در اين ساختار، بعد از هر لايه

ساز است. سپس از نرمالبرای استخراج ويژگي استفاده شده DWT همراه

های شود، بعد از هر کدام از لايهناميده مي BNکه به اختصار  1ایدسته

DWT ها در رايي وزنکار با هدف کاهش زمان همگشود. ايناستفاده مي

-است. بلوک فشاری يادگيری و رسيدن به راندمان بهتر انجام شدهمرحله

های بهتر ، با هدف استخراج ويژگيDropoutی بعد از هر لايه 2تحريک

است. ترکيب های پيشين، تعبيه شدهی ويژگي خارج شده از لايهاز نقشه

ار در اين ساختار تكرار ب 5ی معرفي شده، لايه 6ی ی کانولوشن بعلاوهلايه

ها از داده 1/0با احتمال انتخاب تصادفي Dropoutی است. يک لايهشده

است. در انتها دو برازش استفاده شدهبرای تنظيم شبكه و جلوگيری از بيش 

ی ويژگي را به بردار تبديل کرده و برای ی تمام متصل، ماتريس  نقشهلايه

برای  Softmaxکنند. از تابع فعاليت ميبند اماده ی طبقهورود به لايه

 است. بندی استفاده شدهطبقه

، در استخراج Mishسازی در ساختارپيشنهادی، استفاده ازتابع فعال

به صورت مبسوط  [20, 19]کند. در تر به شبكه کمک ميهای دقيقويژگي

های عميق بحث شده در مورد اين تابع فعالساز و تاثير آن در عملكرد شبكه

است. در اين دو پژوهش بيان شده است که استفاده از اين تابع فعالساز 

موجب افزايش مقدار صحت و دقت شبكه ها شده ولي زمان پردازش را 

بلوک  قبل از هر هم افزايش داده است. علاوه بر اين،  در اين ساختار،

از يک حذف تصادفي با احتمال انتخاب پنجاه درصد و در  کيتحر-فشار

درصد استفاده شده ی انتهايي يک حذف تصادفي با احتمال انتخاب دهلايه

 است. 

-ی يادگيری، اصليهای جانبي مورد استفاده در مرحلهاز نظر تنظيم پارامتر

رساني روزجديد برای به ترين نوآوری صورت گرفته، پيشنهاد يک روش

روشي ساده و  WGDانتشار است. روش ها در اجرای الگوريتم پسوزن

های مبتني بر گراديان نزولي است. در ساختار سازقابل استفاده در تمام بهينه

 کند.استفاده مي WGD-SGDM [21]ی ساز بهبود يافتهپيشنهادی از بهينه

 

 هاسازیها و شبیهزمایشآ -4

اين بخش توان عملكردی ساختار پيشنهادی را مورد ارزيابي قرار مي دهد. 

با پردازنده  ستميس کيبخش در  نيصورت گرفته در ا هایشيآزما هيکل

Core i3-9100f  مگاهرتز و  3600فرکانس کار  ،حافظه تيگابايگ16با

-شده ادهيپ ی بازیدر مد کار RTX Turbo 2080 يكيگراف یپردازنده

است و  يبازشناس یلازم برا واقعي زمان شده، گزارش هایزمان. است

رساني وزن روزابتدا، روش به .است شده کم آن از هاداده یبارگذارزمان 

، برای بهبود عملكرد پس انتشارخطا مورد بررسي قرار WGDپيشنهادی 

 شود.پيشنهادی، بررسي مي بندگيرد و سپس ساختار طبقهمي

 

 WGDررسي روش پيشنهادی ب 1-4

 
1 Batch Normalization: BN 
2  Squeeze-and-excitation Blocks 

کانولوشن،  هایهيبر کانولوشن، در هر کدام از لا يمبتن هایدر شبكه

 اني، ابتدا گرادWGD یشنهاديوجود دارد. در روش پ يکرنل وزن یتعداد

 هاانيگراد نيا نيانگيسپس م شود،مي محاسبه هاکرنل نيهر کدام از ا یبرا

 نيانگيمحاسبه شده، مقدار م یهاانياز گراد ت،ي. در نهادشويحساب م

مورد استفاده  سازنهياستفاده در به یمرحله، برا نيا ي. خروجشوديکسر م

 . ردگييقرار م

قابل  سازینهيدر هر به سادگيروش، به نيشد، ا انيکه قبلا ب طورهمان

 انيبر گراد يمبتن هایسازنهيبه نتريجيرا کهناياست. با توجه به سازیادهيپ

 تميهستند، الگور Radamو  SGDM ،Adam ،Nadam ،ينزول

 . استشده يبررس سازهانهيبه نيدر ا یشنهاديپ

، DenseNet121 بندروش، از سه طبقه نيعملكرد ا يبررس یبرا

ResNet18  وResNet50 یداده یدو مجموعه یبر رو هاشيو آزما 

CIFAR-100  وAnimals-10  هادسته تعداد بودن بالا. است شدهاجرا 

 یبر رو WGDروش  ريداده است. تاث یدو مجموعه ناي از استفاده علت

گزارش  ،یشنهاديساختار پ يدر بخش بررس ييروخود هایداده ييشناسا

شرط توقف، اتمام تعداد مراحل  ر،يز هایشيتمام آزما یشده است. برا

 . است¬شده ميتنظ 50است که برابر با مقدار  یريادگيتكرار 

 ها¬آن جيکه نتا مپردازييم Animals-10 یرو هاشيآزما ليبه تحل ابتدا

 کي Animals-10 یداده یمجموعه. استشده داده نشان ادامه در

مختلف  یدسته 10در  واناتيبالا از ح تيفيک ريبا تصاو دهيچيپ یمجموعه

مختلف،  هاینهيمثل پس زم هاييمجموعه، چالش ني[. در ا22است ]

 بالانس نشده وجود دارد.  هایمختلف، و دسته ديد یايزوا

به  WGDافزودن  شود،يمشاهده م 4و  3،  2 هایکه در جدول طورهمان

شبكه  یو کاهش خطا  يموجب بالارفتن صحت بازشناس هاسازنهيبه یهمه

 WGDبا روش  افتهيبهبود Radam سازنهيدر به جهينت نبهتري. است شده

 زانيم نيشتريدرصد است. ب 90با مقدار  DenseNet121 یر شبكهد

  WGDبا روش افتهيبهبود  Nadam سازنهيدر به يبازشناس حتبهبود ص

را  يحاصل شده و درصد بازشناس ResNet50 قعمي بنداست که با طبقه

 .است¬درصد رسانده 76درصد به  67از

 یرگياندازه یه برااست ک یآمار یکاپا کوهن  پارامتر بيضر پارامتر

-ي[. لذا م23] شودياستفاده م يفيک بندیاقلام طبقه یبرا نانياطم تيقابل

 بهره بندنشان دادن قدرت ساختار طبقه یبرا یاز آن به عنوان ابزار توان

 سازنهيدر به ار هاپارامتر نيبهبود در ا نبهتري 1 جدول به توجه با. گرفت

Nadam  یرصد در شبكهد 6بوده است که به مقدار DenseNwt121 

 ResNet50 یدرصد در شبكه 10و حدود  ResNet18 یو شبكه

با  DenseNet121 یکاپا هم در شبكه بيدرصد ضر نياست. بالاتر

 .است آمده دستبه WGDبا روش  افتهيبهبود  Radam سازنهيبه
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 Animals-10 یهمجموع یبرا یطبقه بند جينتا: 1ل جدو

 

ريب ض

 کاپا
 1دقت

فرخوان

ی 

 2مجدد

 بهينه ساز شبكه صحت 3اتلاف

20/85 51/86 84/85 507/0 00/87 DenseNet1

21 

SGDM 54/78 64/80 19/79 727/0 19/81 ResNet18 

79/73 32/76  57/74  974/1  03/77  ResN

et50 

95/85  37/87  17/87  453/0  65/87  Dens

eNet121 

WGD 

SGDM 
00/79  34/81  93/79  654/0  57/81  ResN

et18 

76/78  66/80  44/79  803/0  38/81  ResN

et50 

32/74  99/75  34/76  680/0  41/77  Dens

eNet121 

Adam 09/69  58/71  31/70  901/0  90/72  ResN

et18 

19/70  84/73  63/69  794/0  97/73  ResN

et50 

69/76  19/78  61/77  660/0  55/79  Dens

eNet121 

WGD 

Adam 
99/71  15/73  20/74  853/0  31/75  ResN

et18 

39/73  25/76  56/74  769/0  64/76  ResN

et50 

96/69  79/72  17/71  797/0  66/73  Dens

eNet121 

Nadam 01/65  87/66  08/67  965/0  19/69  ResN

et18 

75/62  80/63  73/64  949/0  20/67  ResN

et50 

36/75  08/77  57/76  621/0  36/78  Dens

eNet121 

WGD 

Nadam 
78/71  51/74  55/52  818/0  27/75  ResN

et18 

76/72  50/74  14/74  742/0  07/76  ResN

et50 

01/86  77/86  40/87  760/0  69/87  Dens

eNet121 

Radam 51/80  34/82  12/81  259/1  91/82  ResN

et18 

12/81  37/82  19/82  097/1  41/83  ResN

et50 

66/88  56/89  09/90  622/0  02/90  Dens

eNet121 

WGD 

Radam 
60/82  97/83  69/83  110/1  71/84  ResN

et18 

36/84  36/84  63/84  893/0  28/58  ResN

et50 

-معمولي و بهبود Radamساز منحني فرآيند يادگيری با استفاده از بهينه

-طور که ديده ميشده است. همان، نمايش داده2در شكل  WGDيافته با 

باعث افزايش درصد صحت بازشناسي و کاهش  WGDشود، استفاده از 

 است.مقدار ضرر شده

 
1 Precision 

2 Recall 

 

 
 )الف(

 

 
 )ب(

ی در فاز يادگيری روی مجموعه DenseNet121ی عملكرد شبكه: 2 شكل

Animals-10 الف( منحني صحت )ب( منحني خطا(  

 

نيز انجام شده است.  CIFAR-100ی ی دادهها روی مجموعهاين آزمايش

ی داده، حاوی تصاويری با کيفيت پايين و ابعاد کوچک است اين مجموعه

های اين مرحله . نتايج آزمايش[24]اند دسته، تقسيم بندی شده 100که در 

رغم شود، عليطور که ديده مياست. همانشدهنشان داده 2در جدول 

 35/70اينكه اين مجموعه داده تصاوير کيفيت پاييني دارد، صحت 

دست به WGD Radam سازهای آزمايش با بهينهدرصدی روی داده

 است.آمده
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 CIFAR100 یمجموعه یبرا یطبقه بند جينتا: 2ل جدو

ريب ض

 کاپا
 1دقت

فرخوان

ی 

 2مجدد

 بهينه ساز شبكه صحت 3اتلاف

20/85 51/86 84/85 507/0 00/87 DenseNet1

21 

SGDM 54/78 64/80 19/79 727/0 19/81 ResNet18 

79/73 32/76  57/74  974/1  03/77  ResN

et50 

95/85  37/87  17/87  453/0  65/87  Dens

eNet121 

WGD 

SGDM 
00/79  34/81  93/79  654/0  57/81  ResN

et18 

76/78  66/80  44/79  803/0  38/81  ResN

et50 

32/74  99/75  34/76  681/0  41/77  Dens

eNet121 

Adam 09/69  58/71  31/70  901/0  90/72  ResN

et18 

19/70  84/73  63/69  794/0  97/73  ResN

et50 

69/76  19/78  61/77  660/0  55/79  Dens

eNet121 

WGD 

Adam 
99/71  15/73  20/74  853/0  31/75  ResN

et18 

39/73  25/76  56/74  769/0  64/76  ResN

et50 

96/69  79/72  17/71  796/0  66/73  Dens

eNet121 

Nadam 01/65  87/66  08/67  965/0  19/69  ResN

et18 

75/62  80/63  73/64  949/0  20/67  ResN

et50 

36/75  08/77  57/76  621/0  36/78  Dens

eNet121 

WGD 

Nadam 
78/71  51/74  55/52  818/0  27/75  ResN

et18 

76/72  50/74  14/74  742/0  07/76  ResN

et50 

01/86  77/86  40/87  760/0  69/87  Dens

eNet121 

Radam 51/80  34/82  12/81  259/1  91/82  ResN

et18 

12/81  73/82  19/82  097/1  41/83  ResN

et50 

66/88  56/89  09/90  622/0  02/90  Dens

eNet121 

WGD 

Radam 
60/82  97/83  69/83  110/1  71/84  ResN

et18 

36/84  36/84  63/84  893/0  28/58  ResN

et50 

 

 یو نسخه يمعمول Radam سازنهيبا استفاده از به یريادگي نديفرآ يمنحن

-يمنحن نينشان داده شده است. در ا 3در شكل  WGD آن با ی افتهيبهبود 

 
1 Precision 

2 Recall 

و کاهش ضرر کاملا  يصحت بازشناس شيدر افزا WGD ييهم، توانا ها

 مشهود است. 

 

 
 )الف(

 
 )ب(

در فاز يادگيری روی  DenseNet121ی منحني عملكرد شبكه: 3 شكل

 )الف( منحني صحت و )ب( منحني خطا CIFAR-100ی مجموعه

 

 ی پيشنهادیبهبود يافته بندررسي طبقهب 2-4

های عصبي برای بررسي ساختار پيشنهادی، عملكرد آن با تعدادی از شبكه

 DarkNet، و VGG ،ResNet ،Inception v3عميق معروف شامل،  

، مجموعه داده  MIO-TCDو  IRVD های خودروييبر روی مجموعه داده

 بررسي شده است. Animals-10و  19ی کويد

 

  IRVDهای آزمايش

نژاد و همكاران است که توسط غلامعلي IRVDی داده، اولين مجموعه

ی داده در پنج گروه، . تصاوير اين مجموعه[25]است گردآوری شده

اند و بندی شدهاتوبوس، باری سنگين، باری متوسط، سدان وانت دسته

ی داده در شرايط نوری و های زيادی هستند. اين مجموعهدارای چالش

بي، ابری، شب مهتابي و شب ی باراني، آفتاآب و هوايي مختلفي مثل هوا
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است. علاوه بر اين موارد، شرايط مختلف جاده تاريک گردآوری شده

های يک ی خيس و خشک، آسفالت سالم و معيوب، جادهشامل جاده

است. های دو طرفه نيز مورد توجه بودهی دو و سه خطي و جادهطرفه

نور شده است؛ يكي با استفاده از تصاوير شب در دوحالت گرفته

شده از های مهتابي يا نور تابيدهو ديگری نور شب LEDپروژکتورهای 

های مورد استفاده برای خودروهای مجاور روی اين خودرو. دوربين

-متر، نصب شده 7متر تا سانتي 50تصويربرداری، در ارتفاعات مختلف، از 

و  های شامل تصوير خودرو استخراج گرديدهبرداری، قاباند. بعد از فيلم

 است. ی خودرو، بريده شدهمستطيل احاطه کننده

IRVDنتايج طبقه بندهای مختلف بر روی  است. گزارش شده 3در جدول  

بند پيشنهادی، ای، طبقههای مقايسهی معيار، از نظر همه3با توجه به جدول 

رفتار بهتری داشته است. از نظر صحت بازشناسي، بهترين نتيجه با مقدار 

دست آمده است. اين شبكه بيش از ی پيشنهادی بهبا شبكه درصد 59/99

جاکه ذکر است از آنپنج ميليون پارامتر دارد. لازم به DWT يک پردازش  

سفارشي است که در کد استاندارد ساختار پيشنهادی وارد مي شود، برای 

GPU و به زبان کودا تصويب نشده و در حال حاضر زمان اجرای آن روی  

تر شدن کد است و احتمال دارد با بهينهگرافيكي بهينه نشدهی پردازنده

DWTنوشتاری  تر شود.زمان بازشناسي، از اين مقدار نيز کم   

های همگشت معروف روی ی روش پيشنهادی با برخي شبكهمقايسه: 3ل جدو

IRVD 
 

 دلم

تعداد 

 پارامتر

 )ميليون(

 صحت
فراخواني 

 مجدد
 دقت

ضريب 

 کاپا

زمان 

بازشناسي 

(ms) 

روی 

GPU 

VGG11+ 

BN 
12 24/99 04/98 01/99 93/98 160/0 

ResNet50 23 11/99 97/97 55/98 01/99 639/0 

ResNet152 58 92/98 25/98 43/98 21/98 800/1 

DarkNet53 40 38/99 09/99 95/98 11/99 647/0 

Inception-

v3 
24 28/99 05/99 88/98 91/98 162/1 

 047/0 25/99 37/99 14/99 59/99 5 ساختار پيشنهادی

 

 

ترين مقدار ، کم3طبق جدول پيشنهادی پنج ميليون پارامتر دارد که روش

توان گفت الگوريتم پيشنهادی پيشنهادی با توجه است. با توجه به نتايج، مي

های آموزش پذير، زمان بازشناسي بسيارکم و به کم بودن تعداد پارامتر

 های بلا درنگ مناسب است.های بازشناسي، برای کاربردمعيار

 

  MIO-TCDهای آزمايش

-MIOگری که آزمايش شبكه روی آن اجرا شده، ی ديی دادهمجموعه

TCD  ی مختلف با دسته 11تصوير در 786702است. اين مجموعه، شامل

تصوير  137743بندی و تصوير برای اهداف طبقه 648959چالش است که 

است. تصاوير در برای اهداف شناسايي محل اشيا در تصوير، آماده شده

ها دوربين رصد ترافيک سال از صدهای مختلف ساعات مختلف روز و ماه

است. متاسفانه مختلف در کانادا و ايالات متحده آمريكا گردآوری شده

 90صورتي که حدود ی داده، کاملا تنظيم نشده است، بهاين مجموعه

 هستند.  pickupو  car ،backgroundی ها در سه دستهدرصد داده

-گزارش شده 4ها در جدولبندی داده به طبقهنتايج اعمال اين مجموعه

که ساختار رغم اينشود، عليمشاهده مي 4طور که در جدول است. همان

ها دارد، برروی اين ترين تعداد پارامتر را در بين اين ساختارپيشنهادی، کم

ی نتايج است. با مقايسهدست آوردهی داده هم بهترين نتايج را بهمجموعه

ی ها روی مجموعهبندکه نتايج طبقه شود، مشاهده مي4و  3های جدول

MIO-TCD  کمتر از نتايج حاصل ازIRVD  است. علت اين کاهش مقدار

در  MIO-TCDی های مجموعهها، بيشتر بودن تعداد کلاسدر معيار

نيز در اين  MIO-TCDاست. کيفيت پايين تصاوير  IRVDمقايسه با 

 است.کاهش مقدار تاثير گذار بوده
 MIO-TCDهای ديگر روی با شبكه ی ساختار پيشنهادیهمقايس: 4ل جدو

 

 دلم

تعداد 

 پارامتر

 )ميليون(

 صحت
فراخواني 

 مجدد
 دقت

ضريب 

 کاپا

زمان 

بازشناسي 

(ms) 

روی 

GPU 

VGG11+ 

BN 
129 64/94 45/81 30/84 23/92 160/0 

ResNet50 23 68/98 06/87 82/85 84/94 639/0 

Inception-

v3 
24 18/96 78/82 78/84 04/94 162/1 

ساختار 

 پيشنهادی
5 59/96 00/84 13/90 66/94 047/0 

  Animals-10های آزمايش

ی ديگری است که ، مجموعهAnimals-10ی حيوانات ی دادهمجموعه

است. اين مجموعه شامل فاده شدهبرای بررسي ساختار پيشنهادی، از آن است

 . [22]تصوير از ده حيوان مختلف است  26183

، 5ی داده، در جدول های صورت گرفته روی اين مجموعهنتايج آزمايش

شود، ساختار پيشنهادی روی اين طور که مشاهده مياست. همانبيان شده

های ديگر بوده، باز هم نتايج تر از مجموعهتر و پيچيدهمجموعه که شلوغ

 ای داشته است.خوب و قابل ملاحظه
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 یهمگشت رو یهاشبكه برخيبا  یشنهاديروش پ یسهيمقا: 5ل جدو

Animals-10 

 دلم

تعداد 

 پارامتر

 )ميليون(

 صحت
فراخواني 

 مجدد
 دقت

ضريب 

 کاپا

زمان 

بازشناسي 

(ms) 

روی 

GPU 

VGG11 + 
BN 

129  30/85 42/85 70/84 53/84 068/0 

DenseNet121 8  78/72 41/72 72/82 76/68 585/0 

ResNet18 11  06/84 61/82 49/83 83/81 063/0 

ResNet50 23  79/83 93/81 77/82 53/81 175/0 

Inception-v3 24  21/85 70/84 51/84 87/83 325/0 

 092/0 03/85 48/86 16/86 85/86  5 ساختار پيشنهادی

  COVUD-19 CTهای آزمايش

است  COVID-19 CTی ی تصويری، مجموعههای دادهكي از مجموعهي

است. اين مجموعه، شامل سه کلاس مختلف معرفي شده  [27, 26]که در 

ی هابندبند پيشنهادی و ساير طبقهتصوير است. نتايج اعمال طبقه 19685با 

-های اين جدول، در بين ساختاراست. طبق دادهبيان شده 6رايج در جدول

-شدهارائه Inception-v3های عميق رايج، بهترين نتايج توسط شبكه ی 

 تر است.از ساختار پيشنهادی ما کماست که از نتايج حاصل 
 یهمگشت رو یهاشبكه برخيبا  یشنهاديروش پ یسهيمقا: 6ل جدو

COVID19-CT 

 دلم

تعداد 

 پارامتر

 )ميليون(

 صحت
فراخواني 

 مجدد
 دقت

ضريب 

 کاپا

زمان 

بازشناسي 

(ms) 

روی 

GPU 

VGG11 + 

BN 
129  73/92 42/89 35/95 87/87 053/0 

DenseNet121 8  11/79 09/66 17/90 37/62 588/0 

ResNet18 11  39/93 49/89 79/95 98/88 042/0 

ResNet50 23  98/95 98/93 01/97 40/93 205/0 

Inception-v3 24  11/98 61/97 49/98 94/96 386/0 

GoogLeNet 5 25/97 72/96 95/97 11/96 072/0 

 069/0 43/98 71/98 91/98 03/99  5 ساختار پیشنهادی

 

 تیجه گیرین -5

 نيشد. در ا معرفي هانوع خودرو يبازشناس یبرا نينو يمقاله، روش نيدر ا

 ينينو يروش ،یديجد يعصب یساختار شبكه کي شنهاديروش، علاوه بر پ

 . است شده ارائه انتشارپس یريادگي ندفرآي در هاوزن رسانيروزبه یبرا

وه بر کاهش ابعاد علا ديادغام جد یهيلا ،یشنهاديپ يساختار عصب در

را  يژگياستخراج و تيکانولوشن، قابل یهياز لا يخروج يژگيو ینقشه

شده است.  یساز ادهيموجک هار پ ليبا استفاده از تبد هيلا نيدارد. ا زين

 رتاثي ها،هيلا ريادغام، نسبت به سا یهيلا نينشان داد که ا هاشيآزما جينتا

 ،یساختار گريد یدارد. نوآور بندیرفتار شبكه از نظر طبقه یرو یبهتر

 يم يانيکانولوشن م هایهيقبل از لا کيتحر-فشار هایاستفاده از بلوک

شد.  بازشناسي صحت بالارفتن موجب هابلوک نيباشد. استفاده از ا

مورد  یشنهاديکه به صورت ساختارپ ها،هيلا نيخاص ا یو معمار دمانيچ

ساختار را در  نيرد خوب او مطالعه قرار گرفته است، عملك يبررس

 دهد. ينشان م بندیطبقه هایکاربرد

باشد. با اصلاح روش  يپس انتشار م یريادگي تميدر الگور گريد ینوآور

شبكه  شتريب یداريپا سازها،نهيساختار به رييتغ قطري از ها،وزن رسانيروزبه

روش که به اختصار  نيحاصل شده است. ا بازشناسي صحت تررفتنو بالا

WGD مختلف  سازهاینهيدر به سازیادهيقابل پ يشده، به آسان دهينام

مجموعه  یمختلف و رو قيعم هایبه شبكه آورینو نياعمال ا جياست. نتا

 دهد. يرا نشان م بندیطبقه هایاريمختلف، بالارفتن مع یريتصو هایداده

زمان  IRVD یمجموعه داده یبرا یشنهادينشان داد که روش پ جينتا

با  GPU یرو ایهثانييليم 048/0و  CPU یرو ایهثانييليم 42 يزشناسبا

را حاصل کرده است که هم از نظر صحت و هم  یدرصد 59/99صحت 

 نيبهتر ج،يکانولوشن را یهابا شبكه سهيدر مقا ،ياز نظر زمان بازشناس

-MIOپرچالش  یمجموعه داده یبر رو یشنهاديحالت است. ساختار پ

TCD را بدست آورده است.  یدرصد 59/96صحت  زين 

 های¬شيو انجام آزما ،یشنهاديدر ساختار پ ینوآور نياستفاده از ا با

-MIOو  IRVD ييخودرو یريتصو هایداده یمجموعه یمختلف رو

TCD نه تنها از نظر زمان  ،یشنهاديشود که ساختار پ ي، مشخص م

دارد، بلكه  ید بهترعملكر ج،يرا قيعم هایشبكه رينسبت به سا ،يبازشناس

 جيرا قيعم هاینسبت به ساختار زين بندیطبقه یچهارگانه هایارياز نظر مع

 .است داشته یعملكرد بهتر ،ييخودرو هایداده یمجموعه یورو
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