[ Downloaded from joc.kntu.ac.ir on 2025-11-29 ]

[ DOI: 10.61186/j0c.17.3.13]

13

Journal of Control (English Edition), VOL. 17, NO. 03, Dec. 2023

Peer-to-Peer Energy Sharing for Enhancing Networked
Microgrids Resilience Considering Threats to Data Availability

Milad Mehri Arsoon?, and Seyed Masoud Moghaddas-Tafreshi?*

! Department of Electrical Engineering, Faculty of Engineering, University of Guilan, Rasht, Iran (e-mail:

mmehri@webmail.guilan.ac.ir).

2 Department of Electrical Engineering, Faculty of Engineering, University of Guilan, Rasht, Iran (e-mail:

tafreshi@guilan.ac.ir).

*Corresponding Author
Received 10 Aug. 2022

Type of Article: Research paper

Received in revised form 12 Nov. 2022

Accepted 28 Nov. 2022

Abstract— This paper studies the simultaneous resilience
enhancement of networked microgrids (NMGs) operation
in a peer-to-peer way against extreme weather events and
threats to data availability (DA). Applying the model
predictive control (MPC) method and dynamic usage of
energy storage helps microgrids (MGs) to mitigate the
uncertainties of events impacts and increase their
adaptation ability by rescheduling at each time step.
However, despite the decentralized implementation, DA
threats, like a denial of service attack or MGs’
communication network damage due to the main event
impact, cause communication network islanding and result
in incorrect convergence of consensus values for energy
sharing. Hence, MGs share the prespecified preamble
vectors along with shared energy values using the same
communication protocol to overcome the above problems.
Furthermore, the impact of reducing the length of shared
data by utilizing the MPC approach and the compressive
sensing method for the large-scale communication network
with low connectivity and bandwidth limitation is
investigated. Numerical results show the more resilient
operation of MGs against simultaneous threats to the cyber-
physical infrastructures. In this case, although the system
performance level decreases, this decrease is lower than the
non-resilient case against these types of simultaneous
threats.

Keywords: Compressive sensing, data availability,
networked microgrids, peer-to-peer energy sharing, resilience.
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I.INTRODUCTION

HE increasing vulnerability of power systems to

high-impact, low-frequency (HILF) events such as
extreme weather events or deliberate attacks has made
the resilience enhancement of these systems of great
importance [1]. One aspect of enhancing power system
resilience is taking preventive and corrective measures,
categorized as planning-oriented and operation-oriented
measures [1]. The first category, such as physical
infrastructure hardening strategies [2], needs high
investment. The second one, like resource scheduling [3],
has a relatively lower cost. However, its effectiveness
depends on the existence of sufficient facilities. Hence,
regarding the rare nature of HILF events and the above
limitations, the synergy of multiple energy systems
resources can be adopted as an effective solution [4]. In
this regard, microgrids’ (MGs) important role in future
energy networks has led to more attention being paid to
resource integration of networked MGs (NMGs) for
resilience purposes [5]-[10].

The study in [6] proposed an energy management
strategy for the resilience enhancement of NMGs in
coordination with distribution network operators (DNO).
A market-based power trading for emergencies was
presented in [7]. Also, [8] proposed an effort-based
method for the fair allocation of unserved load in NMGs
in a hierarchical way. However, the need for a central
coordinator makes them vulnerable to the single point of
failure in the cyber domain. In order to overcome this
problem, [9] proposed the decentralized energy sharing
model for increasing the self-healing ability of NMGs.
Also, [10] presented an energy sharing model among
MGs for emergencies, whereas MGs’ individual
objectives were not considered.

In most of the above studies, their top-down financial
transactions may prohibit them from direct energy
sharing among MGs [11] in emergencies. However, by
introducing peer-to-peer (P2P) energy trading, local MGs
can directly exchange energy with each other without
intermediation by conventional service providers (SPs)
[12]. P2P concept brings more opportunities for
enhancing the power system performance by facilitating
the implementation of consumer preferences [13] or cost
minimization by local energy exchange [14] in normal
operation mode. It is also intuitively understood that P2P
energy sharing can be useful for the resilience
enhancement of NMGs by locally compensating energy
deficiency. The study in [11] proposed a proactive energy
bartering method without needing financial agreement
for NMGs’ resilience enhancement without considering
unpredicted contingencies during the HILF event. Also,
a resilience-oriented P2P based multi-carrier energy
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swapping framework was proposed in [15] for networked
energy hubs. Besides the energy resource integration,
coordinated utilization of energy and communication
resources were studied in [16] for the normal operation
mode. The above studies in P2P energy sharing are the
day-ahead operation models with economic or resilience
goals, which proactively prepare MGs. In this regard, a
robust model predictive control (MPC) based transactive
energy framework was presented in [17] or islanded
NMGs in normal situations. This method uses updated
information about renewables generation at the current
time step to cope with uncertainties of these resources
and minimize energy imbalance for the following
intervals.

It should be noted that the communication network and
management system are important parts of a power
system. Hence, some of the mentioned studies proposed
a hierarchical or fully decentralized energy sharing
model to increase cyber resilience. However, the higher
intelligence level of smart grids like MGs increases the
risk of cyber threats [18], [19]. Therefore, it can be
expected that NMGs’ communication network
disturbance will result in the wrong decision about
consensus on shared energy among MGs, which was not
investigated in the above studies on NMGs’ energy
management. Cyber resilience is compromised by
disrupting data availability (DA) corrupting integrity or
confidentiality [20]. For example, attackers can affect
data integrity by launching a false data injection (FDI)
attack for system data manipulation and leading systems
operators toward making wrong decisions [21]. In this
regard, the study in [22] proposed the reputation-based
neighborhood watch algorithm for reducing the impact of
the different types of FDI attacks on the operation of a
multiagent-based power system. Also, the impact of
these types of attacks can be found in other power system
contexts like state estimation [23]. However, launching
these types of attacks requires intensive knowledge about
system structure and massive resources to manipulate
data. Whereas by launching a cheaper attack like denial
of service (DoS) [23], [24], attackers can disrupt DA by
overloading and disabling the network elements like
energy management systems. Hence, [25] proposed a
distributed DoS attack-resilient control scheme for
frequency regulation and energy balancing in
heterogeneous battery energy storage systems. In
addition, cyber resilience against information packet loss
was investigated in some studies. Ref. [26] studied the
coordinated operation of electricity and gas systems over
a lossy communication network. Similarly, the studies in
[27] and [28] proposed the communication packet loss
resilient models for coordinating district energy systems
and multiple MGs with their upstream networks, which
are still vulnerable to the single point of failure in the
cyber domain due to their hierarchical structure. A
resilient packet loss and decentralized energy sharing
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model for a multiagent-based microgrid was proposed in
[29]. The studies in [26]-[29] investigated the resilience
of energy management models against randomly-
occurred DA threats. While, the impact of deliberate
activities has not been studied. On the other hand, it
should be mentioned that these studies only focus on
power systems’ cyber resilience. Compared with a single
physical or cyber threat, their combination can
significantly impact the system’s performance [20]. In
this regard, the impact of limited communication
bandwidth on frequency restoration in an emergency was
investigated in [30]. Furthermore, the study in [31]
studied the impact of a load redistribution attack in
coordination with a deliberate physical attack for
masking the network topology changing and misleading
the system operator. In contrast to [31], with respect to
the attackers’ limitations on cost and information, the
studies in [20], [32] assessed the impact of a DoS attack
in coordination with a physical attack through the bi-level
mathematical and attacker-defender game modeling,
respectively.

These studies focus on the vulnerability assessment of
centralized power systems at the transmission level
against coordinated cyber-physical attacks. In contrast
and with respect to the provided comparison of the
related literature in Table 1, the resilient operation of
NMGs in a decentralized P2P manner is studied here
against coordinated threats. In this study, instead of
designing a physical attack, which needs more resources,
attackers wait for affecting NMGs by the main event
impact like reduction in generation capacity. Then, by
launching a relatively cheaper attack like DoS [24], they
target vulnerable points in the resilient operation model
of NMGs. Hence, the main goal is to deal with a class of
HILF threats, which aims to limit the effect of resilience
measures against extreme weather events by cyber
threats. In other words, the energy sharing model is
developed to be resilient against these coordinated
threats. For a better resilience response, the MPC method
[6], [17] is adopted to overcome errors in predicting
events’ impacts. In this method, MGs reschedule
themselves at each time step by considering a short but

TABLE. 1
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more accurate operation window. Also, the charging
levels of energy storages (ESs) are kept at higher values
to mitigate the impact of unexpected events and
considering the short operation window. However, the
execution of the proposed method for each time step and
the need for communication among MGs increases the
risk of DA threats like DoS attack or communication
network damage due to the main event impact, which
also increases the vulnerabilities in the cyber domain.
These cyber-threats can disable MGs for communication
and disrupt negotiations to reach consensus. Therefore,
they can cause incorrect convergence of consensus
values. To overcome this problem, the preamble vector is
shared along with the power information to verify the
correctness of converged values. In this regard, the
contributions of this study are: i) Applying the MPC
method and dynamic usage of ESs for sequentially
rescheduling for each time step to deal with uncertainties
of HILF events impact and increasing resistance and
adaptation abilities of NMGs by minimizing load
shedding (LS) based on MGs’ priority. ii) Detecting
threats to DA and verifying the correctness of consensus
values convergence by distributing pre-specified
preamble vectors with the same power data sharing
protocol. iii) In addition, besides considering a short
operation window, the utilization of the compressive
sensing (CS) approach [33], [34] causes reducing
preamble vector length and needed bandwidth.
Therefore, it causes more scalability for networks with
numerous peers and more resilience in the case of
alternative DoS attacks.

The remainder of this paper is organized as follows.
Section II describes the problem. Section III proposes the
formulations of resilience-oriented P2P energy sharing,
which will be extended in section IV in resilient data
broadcasting. In Section V, case studies are provided.
Section VI concludes the paper.

I11.PROBLEM DESCRIPTION

Fig. 1(a) shows the simplified representation of a
typical power distribution network with multiple MGs.
Each MG has multiple microturbines (MTs), a wind
turbine, and an ES. In addition, due to the role of SPs in
the restructured environment, it is assumed that each MG
trades energy with its specific SP in the normal mode.
Although other types of extreme natural events can be
considered, it is assumed that MGs face extreme weather
events like hurricanes, which can be predicted with
moderate or well accuracy. After receiving an alert for
these events, DNO and MGs prepare themselves. Here,
the impact of these events on MGs is assumed to be
disconnecting from the main grid and reducing
generation capacities. Therefore, N electrically isolated
MGs form NMGs for compensating power deficiency by
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Fig. 1. The simplified NMGs formation in a typical distribution
network. (a) General scheme for MGs operation. (b) NMGs
formation in case of occurring an HILF event.

closing tie-lines switches, as shown in Fig. 1(b). In this
situation, SPs may not be responsible for these isolated
MGs [11], and they must directly exchange energy with
each other without the intermediation of a third party. To
do so, first, each MG determines its exchangeable power
values. By sharing these power values with other MGs,
all of them are informed about the total exchangeable
power. Then, the total power values are corrected to hold
the power balance among MGs. Using these corrected
values, MGs reschedule their resources and determine
their new values of exchangeable power. This procedure
is iteratively executed until the convergence. It is
assumed that DNO is responsible for defensive islanding,
similar to the method in [3], and informing MGs about
communication and electrical networks topologies.

Fig. 2 shows the resilience curves of a typical power
system. This curve can be divided into preparing,
resistance, adaptation, and restoration intervals [35]. In a
resilient system, after anticipating and receiving an alert
for an extreme weather event, the proactive and
preparedness scheduling period is started from ¢, to ¢, to
reduce the event impact after ¢;. In other words, due to
preparedness scheduling and depending on the system
hardening level, the performance curve degrades with a
lower slope in a longer period ¢, to t5 instead of a shorter
interval t; to t,. Hence, the performance curve is kept in
the higher values compared with the non-resilient case.
So, the power system has a higher resistance to
performance curve degradation and better adaption
ability to respond to event impact and prevent
performance level decreasing. Finally, concerning the
event impact, different system restoration strategies like
physical infrastructure repairing will be employed after
t, to restore the system to the targeted performance level.
It should be mentioned that, due to the impact of event
uncertainties, system performance may be more affected
after t,. Hence, in comparison with the studies like [9]-
[11], where they cover one stage, the present study tries
to cover the first three stages using the MPC method [6],
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[17] and dynamic usage of ESs to increase the resistance
and adaptation abilities of NMGs. As shown in Fig. 3,
each MG reschedules itself at each time step (e.g., time
interval t) in the MPC method over a short operation
window (e.g., considering T future time intervals), which
is based on the more accurate prediction of system status.
By solving the operation model, schedules are
implemented only for the current time step (e.g., t). After
passing the current time step and arriving next time step
(e.g., t + 1), the operation model is solved by updating
the system status and parameters, such as available
generation capacity and load consumption. This
procedure is repeated for each time step in real-time
implementation. It is worth mentioning that load and
wind generation are assumed to be well predictable here
for the current operation window. Nevertheless, some
approaches like the scenario-based method [36] can be
used to cope with their uncertainties.

Keeping ESs’ state of charge (SOC) level at higher
values compensates for ignoring a longer operation
window and increases MGs’ preparedness in the face of
unexpected events. Also, considering a short operation
window reduces the amount of exchanged power data
and consensus time, which may be helpful when
communication bandwidth is limited during a DA threat
(e.g., by the lower value of the signal to interference plus
noise ratio (SINR) [24], [37]). For reaching consensus,
the communication protocol is initialized based on the
Laplacian matrix L representing the communication
network of NMGs. However, in contrast to the above
studies focused on NMGs operation, it is assumed that
some MGs cannot participate in data sharing by
threatening DA. Therefore, matrix L is changed. DA can
be threatened by malicious activities like DoS attacks or
the main event impact on the communication network
equipment, especially when the energy management
procedure is executed for each time step. In deliberate
cases, attackers eavesdrop on MGs’ negotiations and wait
for the falling of NMGs into a weak state. Then,
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launching a DoS attack during data sharing and disabling
some MGs for communication will result in the incorrect
convergence of consensus values. Therefore, as shown in
Fig. 2, MGs’ performance level is decreased to the lower
values in this case. So, a prespecified preamble vector
along with the power values is shared by each MG with
the same protocol. These measures help MGs to
independently detect communication network islanding
and verify the correctness of the converged values. After
isolating disabled MGs by their neighbors, MGs of each
island execute this framework again. Hence, as Fig. 2
illustrates, although some MGs cannot participate in
energy sharing, other MGs can share power, which may
cause a higher performance level in comparison with the
non-resilient case against cyber threats. Also, the CS-
based approach is utilized for more scalability and higher
resilience by decreasing the length of the preamble vector
in the face of alternative DoS attacks. It should be
mentioned that DA threat occurrence may not be easily
predictable. Hence, its occurrence is checked at each time
step.

Here, the main goal is supplying MGs based on their
priorities instead of gaining revenue. Also, this method
must be simple for easy implementation. Here, the local
power price (LPP) for P2P trading is considered as the
fixed value and determined by DNO based on historical
data. It should be sufficiently higher than the maximum
generation cost. Therefore, it is expected to avoid
imposing the extra cost on MGs when they use their more
expensive generation units. Hence, their willingness is
increased to participate in this method.

1. RESILIENCE-ORIENTED P2P ENERGY SHARING MODEL

This section explains the energy sharing framework in
two stages. First, the resource scheduling problem is
presented. Then, the information sharing procedure is
expressed, which will be extended for cyber resilience in
the next section.

A. Networked Operation Model for Determining
Exchangeable Power of Each MG

For resilience enhancement, MGs can exchange
energy with each other without considering its origin.
Therefore, as shown in Fig. 4 and similar to [11], from
the ith MG’s viewpoint with priority p and at time step
t € {ty,...,t, + T}, the total exchangeable power of
other MGs (i.e., P/{°** and Pi’%‘i{}r with priority pr €
{1,..,p,..,m}) are written as follows and will be
calculated in a decentralized way later.

Pﬁ/{out — 22\121 Paut _ Pglttt — P?out _ P;)‘ltl.t Vi, t (1a)

St
Min _ J'N in in _
Pi,t.pr - Zs=1 Ps,t,pr - Pi,t -
PIg =P} Vi t,pr=p (1b)
Min _ |'N in _ pTin .
Pi,t,pr - s=1 Ps,t,pr - Pt,pr Vl' t, pr * p (1C)
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Fig. 4. Integration of other MGs as a black box from ith MG’s
view point.

piin = ym _, pMin vi,t (1d)
where PI°¥* and P are the total exchangeable power
of all MGs and P2 and P/} are the exported and
imported power by ith MG. For MG i at time step t,, and
kth iteration, MG’s scheduling problem is written as
follows:

max 3,7 ((PS = piPlt = Bi(misfi +misft) —
wPEMAL + 0,CESS0C; ) )

st Put 4 pMout | pjgout =

P+ pMiM 4 misih vt (3)

PP + P} + Ynec; Prae + PRt + P 4+ PP =
P + PP+ PO 4+ P, vt (4)
0 < PO < ul¥*min(PgF, MM vt (5a)
0 < Pi? < ultmin(pPgF, pMowt vt (5b)
ut+ult <1 vt (5¢c)
0 < PP < vPPf* vt (6a)
0 <P, < v P vt (6b)
vl +vi <1 vt (6c)
0 < P5, + PO < PEF vt (7a)
0< Pl + P <PSE vt (7b)
0 < mis{pt < xU vt (8a)
0 < mis;y < x;4U vt (8h)
P+ <1 vt (8c)
0 < Pl < yfrpeh vt (9a)
0 < P < yfehpier vt (9b)
yer+yEh <1 vt (9c)

SOC;; =S0C;;_1 +

(PEEni™ — PEE" nieMAt/CE® vt (10a)
soc"™ < 50C;, < SOCm™™ vt (10b)

0<Pf <Bf VneG;,t (11a)
P < PS, — P8, < PPV VneG;, ¢ (11b)
0< P <Ph vt (12)

For the ith MG (the iteration index k is dropped for
simplicity), the first and second terms of the objective
function (2) maximizes exportable energy and minimizes

imported energy except for the critical intervals. The
third and fourth terms penalize power mismatches among
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MGs and LS [11]. mis?** and mis/} are power balance
mismatch variables, and must iteratively go to zero. At is
the time step duration. p; is set to be greater than the
multiplier of P (i.e., 1) and w; > p; for forcing MGs
to import power only when LS is inevitable. B; is the
penalty weight for minimizing power balance mismatch
and is set to be higher than w; to prevent minimizing LS
with increasing mismatch values. The fifth term in (2)
controls the ES charging level. If a; > 0, ES is forced to
keep its SOC at a higher level to deal with uncertainties
and mitigate short operation horizon consideration in the
MPC method. Also, the MPC method is adopted for
dealing with unexpected events based on the short-term
forecast. Each MG schedule itself for time step ¢, by
considering T future time steps, while schedules are
implemented only for t,,. Power balance among MGs and
inside each one is ensured by (3) and (4). P/{°* and P}{™
are calculated from the previous iteration. At each
iteration, MGs try to keep the power balance among MGs
with minimum mismatch at the current iteration. In (4),
Pi‘f';i"d and P, are the power generation of wind turbine
and MT, where n and G; are the index and set of MTs in
MG i. In addition, P{{* and P%&" are ES’s charging and
discharging power. Also, Pﬂl and Pi{)t are the load
shedding variable and total load at time t. The variables
Pil,’t and P}, are the bought/sold power from/to the main
grid. Constraints (5a)-(5¢) control P2P power exchange
and binary variables u?¥* and u{ enforce MG i to
exchange power in one direction. Constraints (6a)-(6c)
control the amount of bought power and sold power
from/to the main grid and its direction using binary
variables v}, and v, when MGs are connected to the
main grid. Constraints (7a) and (7b) represent
exchanging power with other MGs and the main grid,
where Pf{ is its maximum limit. Constraints (8a)-(8b)
limit mis?#* and mis{? with upper value U, and binary
variables x/{** and xl”; in (8c) guarantee that one of them
can be non-zero [11]. Constraints (9a)-(9c) impose
allowable ES’s charging and discharging rate (P and
P{"y and its direction using binary variables yf{ and
yffh. Constraints (10a) and (10b) calculate the stored
energy in ES, where SOC; is the SOC level of it, CF* is
its capacity, and nf"® and n#" are the charging and
discharging efficiencies. The MTs’ power output and
ramp rate limits are represented by constraints (11a) and
(11b) [6], where BE, PS™ and RS are the maximum
and ramp up and ramp down limits of MT. Constraint
(12) implies that the load shedding must be lower than
the total load.

B. Calculating Total Exchanged Power Values

and PMI | ith MG iteratively

Mout
Pi,t i,t,pr>

For calculating

18

updates its iteration value Sl-l_t using average consensus
algorithm (ACA) [10] as follows:
Ste=Skt+ MZreBi(Srl,_tl - St vi,t (13)
where B; is ith MG’s neighbors, and [ is the ACA
iteration index. By initializing S?, with P and
choosing proper step size u, the value of Sl-l_t will
iteratively converge to the average of exported power,
ie., Si’_t = SFPM = (1/N) XL, PP [10], [11]. From
(1a), we have P/t = ¥\, PI*. Therefore:
plovt = N.§fpv vt (14)
Similarly, if S, i(?t is initialized with Pii,? with priority pr,
then:

PIt = N.SF™, vt (15)
Therefore, P{°* and P/ can be obtained using (1).

C. Correcting Exchangeable Power Values for Holding
Power Balance Among MGs
After determining P2 and P{} by solving (2)-(12),
pMout and P%lp’ﬁ are calculated using (1). Then, each MG
solves (16)-(18) to correct its exchangeable power values
based on MGs’ priorities and hold the power balance
among them. For the ith MG with pth priority:

tp+T ; ;
4 P ,ppin T pr _prpMin
max Zt=tp (n PPt + Ypr=1 ng, aP" Pyoy) At (16)
out Mout\ _
s.t.my (PO + PIOW) =
P pin T pr pMin
ng Pt + Xpr=1ie Piepr

pr
0<my,n;, <1

ve (17)
ve (18)

The objective function (16) maximizes supplying MGs
based on their priorities. aP” is MGs’ priority coefficient.
MGs with higher priorities have greater coefficients.
Also, the continuous variable m;, is the portion of P
and P'{°**, and nft and nﬁz are the portion of P/ and
Pi{"{_igr that hold power balance constraint (17) among
MGs and maximizes (16). After solving (16)-(18), MG i
corrects its P1°“*and PM™_as follows:

i,t,pr
Min pTr pMin :
P; C N Pi,t,pr Vi, t (19)

itpr

Then, each MG solves the problem (2)-(12) again for
the next iteration without needing extra negotiation for
informing other MGs about corrected values at the
current iteration.

Mout Mout
A (TR

IV.EXTENDING RESILIENCE FOR CYBER DOMAIN

A. DA Threats Model

Here, we consider two types of DA threats. First, it is
assumed that some MGs are unavailable after a few ACA
iterations until the end of the current time step. So, some
islands may be formed in the communication network.
Here, this threat is called a continuous threat and can
occur by launching a DoS attack or damaging the
communication equipment by the main event. In this
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Fig. 5. Communication network islanding.

case, sharing the preamble vectors along with the power
values helps MGs recognize island formation. However,
it increases exchanged data length and ACA convergence
time, which causes vulnerability against the temporary
unavailability of MGs as the second type of threat. This
threat is named the alternative threat and can be occurred
due to a DoS attack [37], [38], which is launched for
some random time intervals during running ACA. So, it
needs more time for convergence, especially for a large
network. Hence, in addition to considering the shorter
operation window in the MPC method, the CS method is
utilized to deal with this problem by reducing the
exchanged data length.

B. Communication Network Islanding Detection in
Case of Continuous Threats

In (13)-(15), knowing the accurate values of N and p
is essential. The studies focused on NMGs operation
assumed the communication network is strongly
connected, i.e., no island exists. While Fig. 5 shows that
threats to DA may change network topology by forming
J islands with N; MGs on each island. So, for the jth
island:

Plo¥t = N;.SFP* Pl = N. ST (20)

For the island detection and calculating N;, the N X N
invertible matrix @ is defined and shared by DNO. Here,
@ is randomly generated from a Gaussian distribution.
@ is the mth row of ® and 1 < m < N, and ¢, is its
ith elements (corresponding to the ith MG’s ID). For mth
row, ith MG finitializes y;,, with ¢, and updates it using
ACA as follows:

Vi = Vit + 1 S res, Ot — Vi) (21)

Then y., converges to the average of ¢,, elements
corresponding to MGs’ ID in the jth island, i.e.:

Y = (1/N) Sier, Pl (22)
where If is MGs ID set for jth island. By defining vector
y' = [y}, ¥%, ..., ¥4] and vector x with length N, vector
y can be written as the following linear matrix form:

y = dx (23)

Since mth element of y is the average of elements in
@, corresponding to the MGs’ ID in the island j,
elements of x must be 1/N; for whose are correspond to
MGs’ ID in the island j; and zero for the others. In the
island j, all MGs have vector y. Therefore, they can
obtain vector x as follows:

x=d1ly (24)

19

Consequently, each MG can check the following
properties:

All none zero values of x = (N;)~' (25a)

N; = card(x) (25b)

where card gives the number of nonzero elements. In
brief, each MG sends its data vector at the beginning.
This vector includes a column of @ corresponding to its
ID as the initial values of the preamble vector along with
power data. After ACA convergence, they converge to
the average values, i.e., [y, ST, §P"] where SO
and SI™ are vectors of SFP** and S/ for all t €
{tp,tp + T} and pr. Then, x is calculated. By holding
(25), MGs can verify the correctness of converged
values. So, sharing the preamble vector along with the
power values with the same protocol helps MGs to be
informed about the incorrect convergence of ACA. If
(25) does not hold, MGs with abnormal activities in the
communication process, like absence in the last [
iterations and deviation existence among average values
of them and their neighbors, will be excluded by
neighboring counterparts. Then, the proposed framework
is executed again. I is the upper bound of the iteration
number of ACA for the strongly connected
communication network. ACA converges when p €
(0,2/211) [39] or with the fastest rate when u = 2/(4, +
An—1) [10]. 4; is the ith largest eigenvalue of the matrix
L. So:
In(6c/00)

T in(1-pdy-1) (26)
where 6, and 6, are the converged and initial standard
deviation of exchanged power values [39]. However,
continuous or alternative DA threats change the network
topology and increase the iterations number. So, it is set
to be 61 (where § > 1) with respect to the network
constraints. Also, changing the communication network
topology and, consequently, matrix L causes concern in
choosing u. The following proposition guarantees that
ACA always converges for any arbitrary islanded
topology.

Proposition: Let Q be the Laplacian matrix
representing any arbitrarily islanded part of the original
communication network, and w, be the largest
eigenvalue of it. For this case, we have w; < 4, [40]. In
addition, for the islanded part, ACA converges if u €
(0,2/w,). So, we can write w; < Ay < A4 + Ay_4, and:

2_<lct 27)
A +AN=-1 A1 w1

Consequently, by choosing 4 = 2/(4; + Ay_,) based
on the original network, for any arbitrary islanded
topology, we have pu € (0,2/w,). Hence, ACA
converges for any islanding scenario for continuous or
alternative threats (when 61 is large).

C. CS-Based Approach
For calculating vector x, each MG shares its preamble
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vector with length N. However, in the case of an
alternative DoS attack, ACA convergence needs more
iterations and time, particularly for communication
networks with low connectivity and when N is large.
Here, the CS approach is utilized to reduce the preamble
vector length [33]. This approach is implemented using
ACA with the same protocol for power data distribution.
Based on the CS theory, vector y can be acquired from
the M (instead of N, where M < N) inner product of ¢,
and x, or in linear matrix form y = ®x, where 1 < m <
M, and @ is an M X N matrix. Hence, the length of the
preamble vector (column of @) reduces from N to M. The
CS problem is underdetermined and cannot be solved
using (24). In this case, if @ is randomly populated with
entries drawn from a suitable distribution and x has the
sparse representation over an appropriate N X N
orthogonal basis W such that x = Wa (where a is the
sparse representation of x), it is possible to reconstruct x
from y [33], [34] by solving the following problem:
minlelly (28)

s.t. y = do¥a (29)

where ||.[|; is the [1 norm. After finding e, x is

calculated by x = Wa. Here, CS theory is applied for the
network with the ring topology.

D. Solving Procedure

The optimization problems (16)-(18) and (2)-(12) are
linear programming and mixed integer linear
programming problems, which can be solved by general
optimization solvers of proper software like MATLAB.
In addition, optimization problem (28)-(29) can be solved
using the 11-magic package [41]. For more clarity, the
sequence of implementation steps of the proposed
framework is represented in the flowchart of Fig. 6. In
this flowchart, the value of err® is defined as
Z?:;ﬂPtT out _ pTin| at the kth iteration of the main
problem (MP). If err* < ¢, then consensus is reached.
If the difference of power imbalance between two
consecutive iterations is lower than €,, the correcting
phase is ignored for accelerating the MP convergence.
After convergence, MGs reschedule themselves for
optimal operation by fixing exchangeable power and
ES’s SOC values [11].

V.NUMERICAL RESULTS

The proposed method has been examined on a network
with 14 MGs with six different types (denoted by A, B...,
F), whose information is taken from [10], [11]. It is
assumed that MGs disconnect from the main grid
between 8:00-20:00, and wind units are shut off due to
high wind speed from 5:00 to 18:00. Two priority levels
(m = 2) are assumed. MGs types A and E have the higher
priority with 10000 $/MWh LS cost, and others have
4000 $/MWh LS cost. The study horizon is assumed 24

20

Preparing for NMGs formation. Receiving and initializing
parameters such as LPP, T, L, ®, ¥, §, MGs’ ID.

Solve problem (2)-(12) for obtaining P2t
and Pl-",’g‘ For k = 1, constraint (3) is ignored.
v

ACA implementation. Share information with
other MGs using (13), (21). L =1+ 1.

v

% l S lmax NO
3 y Yes
g Calculate vector x by solving (24) or solving optimization <DE
= problem (28)-(29) if CS approach was applied. )
2 v 3
(2] 5]
o Y& Are (250) & (25b) . -NO &
= equivalent? =
Isolate targeted MGs until| |
<errk <e the current time step.
=" Yes
N Reschedule MG optimally by
_ keeping P2, P and SOC; . as the
k _ k-1 < it it it
<|err e < e Yes fix values.

yNo
Solve problem (16)-(18).
Correct power values
using (19).

0

N
5 >+ N S

‘ Yes End

Fig. 6. Flowchart of the proposed method. It is executed by each
MG at each time step.

hours. T is set to be 16 (4 hours with the 15-minute At).
The values of p, B, w;, €3, €, and ky,,,, are set to be 10,

10°,10%,10™*, 0.02 and 30. LPP is set to be 42 $/MWh,

which is almost 5% higher than MTs’ maximum

generation cost. Since P{¢** and P}" is assumed 2 MW,

6, is set to be 1 MW [39]. Also, 8, = 107*. As
aforementioned, MGs communicate with each other
through the ring topology. p, I and § are set to be 0.4764,
93 and 4. @ is randomly generated from a Gaussian
distribution for both non-CS and CS mode [33].

A. The Impact of Physical Components Outages

Fig. 7(a) represents MGs’ LS for independent mode.
In this mode, MGs types D and F have no LS due to
sufficient generation and ESs’ capacities. After NMGs
formation, MGs share energy with each other. Fig. 7(b)
shows P2P energy sharing, where MGs types D, E and F
generate supporting power. Due to the MGs’ different
load patterns (e.g., MGs type E), they support each other
alternatively. Table 2 shows the operation costs and
amount of unserved energy (UE), which is the ratio of LS
to the total loads at the same time intervals. When o = 0,
MGs only maximize exporting power and minimize
importing power and LS, which is roughly equivalent to
the minimization of MGs operation cost. In this case,
first, the higher priority MGs (i.e., A and E) are supplied.
Hence, other MGs like type B must perform LS due to
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TABLE 2 TABLE 3

OPERATION COST AND LS OF MGs. OPERATION COST AND LS IN THE CASE OF SOME MTS’ OUTAGES

MGs type A B C D E F [TP2PEE MGs type A B C D4 D.12 E F.6 F.8 F.14
Cost 4223 2696 3234 3631 1769 47 Cost 7486 9227 11490 3604 50330 3050 33 65788
c=0 LS - 0039 - - - - | 36.45 c=0 LS 033 169 2.08 - 1181 013 - 1643
UE - 16% - - - - UE 34% 10% 11.1% - 43.6% 3% - 79.8%
Cost 4309 2592 3321 3696 1833 178 _ Cost 4310 6748 4979 3664 38119 1810 132 57897
‘BT Ls - - - - - - | 2401 by Ls - 105 0418 - 87 - - 1462
' UE - - - - - - ' UE - 6.6% 2.4% - 34.6% - - 70.9%
Cost 4310 3007 3635 3715 1830 48 Cost 8478 8129 5686 3675 43928 1771 17 64401
2‘0?) LS - 01 0079 - - - |4345 ‘2’06 LS 0418 14 06 - 1017 - - 161
UE - 44% 45% @ - - - UE 24% 89% 35% - 404% - - 18%

LS: Load shedding (MWh). UE: Unserved energy ratio.

insufficient supporting power and stored energy in the
ESs. If ¢ > 0, MGs keep the SOC level at higher values,
which increases the operation cost for some MGs. Fig.
8(a) shows the mean of SOC for all MGs. If ¢ < p (e.g.,
0.1), MGs charge ESs to the maximum capacity and use
them when they need power instead of importing it. So,
total P2P exchanged energy (TP2PEE) decreases. If o >
p (e.g., 200), MGs import power and charge ESs except
when they have LS and cannot import power. So,
TP2PEE increases.

For evaluating the impact of unpredicted contingency,
it is assumed that 2 MW MTs in MG D.12 and all MTs
in MGs F.8 and F.14 are interrupted from 15:00 to 19:00
due to damage to feeding gas pipelines. Table 3 shows
MGs types A and E are mainly supplied. As expected,
MGs operation costs were decreased when o > 0, except
for MG type A due to MTs ramp rate in MGs type E for
generating supporting power. In the completion of Table
3, in Fig. 8(b), due to insufficient stored energy in ESs
when o = 0, some MGs experience more LS. If ¢ =
200, MGs compensate only their power deficiency by
using ESs and return the SOC level to its maximum value
as soon as possible. While, if ¢ = 0.1, MGs use their
stored energy to supply other MGs. For ¢ = 200 (it will
be used in the remainder of the paper), MGs are risk-
averse and prepare themselves for the worst cases. For
o = 0.1, MGs are risk-taker and useful for cases with
minimum errors in predictions. MGs can arbitrarily set o
based on their preferences.

In these experiments, due to maximizing exportable
power, minimizing importable power, and correcting
these values for holding power balance, the MP
converges at two iterations for most of the time.
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Fig. 9. (&) MP convergence. (b) ACA convergence. For the
clarity, ACA convergence is shown in Fig. 9(b) for some MGs’
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exported/imported power.

However, for holding operational constraints like MTs
ramp rate, more iterations are needed for a few time steps.
Fig. 9(a) shows the MP convergence at t, =70, which
takes 11 iterations. Fig. 9(b) shows the ACA convergence
to the average of total imported and exported power at
the last iteration of the MP at this time step, which also
shows balance among MGs.

B. Resilience Against DA threat

The performance of the proposed framework under
DA threats is analyzed in the following two attack cases.

1) Continuous DoS attack: Fig. 10 shows island
formation in the communication network when a DoS
attack disables MGs type E for information sharing. This
attack is launched at the ninth iteration (I = 9) of ACA
at the second iteration of the MP (k = 2) at 15:00 and
continues until the end of the current time step. We define
non-resilience (NR) mode (without preamble sending)
and resilient data broadcasting (RDB) mode (with
preamble sending). Fig. 11(a) and (b) illustrate the ACA
convergence of MG D.4 and MG B.10. These figures
show that total exchangeable power converges to the
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Fig. 10. NMGs’ communication network topology with two
islands.
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Fig. 11. Impact of continuous DoS attack on incorrect
convergence of ACA and determining exchangeable power
among MGs. (a) ACA convergence in the island 1. (b) ACA
convergence in the island 2. (c) Exchanged power in the island
1. (d) Exchanged power in the island 2.

incorrect values in NR mode for all MGs. Since exported
power is higher than imported power, MGs reduce it to
hold the power balance among MGs in correcting phase.
As shown in Fig. 11(c) and Fig.11(d), exchanged power
in NR mode is reduced compared to RDB in the next
iteration at 15:00. This issue is also observed when the
attack is repeated for each time step from 15:00 to 19:00.
So, a relatively simple and cheap DoS attack can affect
the system data integrity like an FDI attack.

Fig. 12 shows the resilience curve of MG B.2. Here,
the system performance is considered as the hourly
average of the normalized supplied load. The resilience
curve (RC) 1 shows the performance of MG B.2 against
extreme weather events in the independent mode.
However, this MG supplies most of its load by importing
power from other MGs in networked mode. RC2 shows
that the system performance is close to the targeted
values (i.e., 1) in this case. On the other hand, after the
cyber-attack from 15:00 to 19:00, more LS occurred,
which can be verified by RC3 in Fig. 12. Because as
shown in Fig. 11, exchangeable power decreases. In Fig.
12, RC4 shows this MG’s performance with considering
RDB. Due to islanding in the communication network,
RC4 was expected to be lower than RC2. However, in
comparison to RC3, RC4 has higher values.

Fig. 13 shows the islanding detection for fully
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Fig. 12. Resilience curve of MG B.2 in different cases.
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distributing preamble (FDP) vector and reduced
preamble vector based on CS (RPCS) cases in RDB
mode. The length of the preamble vector in FDP and
RPCS is set to be 14 and 11. Regarding the ring topology
of the communication network and assigning MGs’ ID in
serial form, W is considered as the inverse of the
corrected discrete derivative operator as follows:

1 -1 000 0
1 01100 0

Y= ; (30)
0000 1 -1
0 0 0. 0 0001

Fig. 13(a) shows vector x without the attack occurring.
Using (25), the number of MGs is obtained 14. After the
attack, MGs on islands 1 and 2 calculate x as shown in
Fig. 13(b), (c). By checking (25), each MG can detect the
attack occurring. By isolating targeted MGs by their
neighbors and repeating the MP, each MG calculates x as
shown in Fig. 13(d), (e) and verifies the correctness of
the converged power values using (25).

For more evaluation in a larger network (e.g., smart
homes network [39]), Fig. 14 shows data broadcasting
time for a network with different numbers of MGs. The
data broadcasting time is calculated similarly to the

22
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Fig. 14. Comparison of ACA convergence time. (a) ACA
convergence time at each iteration of MP. (b) Comparison for
different value of §. (c) Comparison of two different values of T.

method in [42]. Here, 25Mbps communication
bandwidth and  double-precision  floating-point
numbering format are considered. Fig. 14(a) shows that
the required time for ACA convergence increases like an
exponential curve in FDP. In contrast, in RPCS mode, it
is increased at a slower rate and relatively near NR. So,
with equal iterations, RPCS converges faster. This
feature appears due to CS's ability to reduce the needed
data for sending. Also, it shows that for the large network,
the ratio of preamble vector length in RPCS (M) is
reduced more for RPCS. Fig. 14(b) shows the required
iterations for ACA convergence at an iteration of MP for
different values of §. For the larger network in RPCS,
ACA convergence time in the equal iterations number is
almost twice FDP. When 8§ =4, in RPCS, ACA
converges at 8.5s, while for FDP, it takes 17.6s for a
network with 140 MGs. Fig. 14(c) shows the maximum
total ACA running time for 30 iterations of the MP and
two different values of T when bandwidth is reduced to
ten times. For both cases in RCPS mode, MGs reach
consensus within At. However, with a shorter window
for MPC, this procedure takes less time, even in case of
bandwidth limitation (e.g., decreasing of communication
channel SINR [24]).

2) Alternative DoS attack: It is shown that the required
time for ACA convergence reduces in RPCS. As shown
in Fig. 15, it may be helpful for alternative DoS attacks,
in which some transmission attempts fail at different
times. This attack’s parameters are extracted from [38].
This attack is assumed to be launched alternatively and
targets all MGs in a network with 140 peers. However, in
intervals without attack, MGs exchange data with each
other. Also, it is assumed that half of MGs share zero

values, and others share 2 (maximum value of P{?}). So,

ACA converges to the average values (i.e., 1). In RPCS,
ACA converges about twice faster than FDP due to the
execution of more iterations at the same time. Therefore,
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Fig. 15. ACA convergence time at one iteration of the MP under
alternative DoS attack on NMGs. For the sake of clear
representation, convergence of iteration value of one MG has
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TABLE 4
CONVERGENCE TIME AND DIVERGING ERROR

FDP RPCS

§ &l Time (s) Max convergence Time (s) Max convergence
error error

1 9147 44 0.0162 21 0.023
2 18294 8.8 0.0011 4.2 0.0015
3 27441 132 1.07 x 1074 6.4 152 x 107*
4 36588 17.6 1.35x 1075 8.5 52x107°

compared with FDP, the value of § can be increased in
RPCS to have a chance for consensus, and more MGs
will be present for energy sharing, which can be verified
by Table 4 and Fig. 14. Hence, RPCS has more resilience
in comparison with FDP, especially when time step
duration At is short.

VI1.CONCLUSION

This paper studied the simultaneous resilience
enhancement of physical and cyber domains for NMGs.
Results show that applying the MPC method and
dynamic usage of ESs increased MGs’ ability to
withstand unpredicted events. By the communication
network islanding detection, MGs could verify the
correct convergence of the shared power values against
DA threats like DoS attacks. In the case of cyber threat
occurrence, it was shown that although the system
performance level degraded, its decrease is lower than
the non-resilient case against simultaneous cyber-
physical threats. For instance, compared with the
independent operation mode, the unsupplied load of MG
B.2 decreased by 95% in the networked mode. However,
with occurring a cyber threat, this value was reduced to
47%. While by considering cyber resiliency, this value is
69%. Also, the utilization of the CS method and MPC
approach can cause more resilience in the case of
alternative DoS attacks by reducing the required time for
reaching consensus. So, this method can facilitate direct
energy sharing in a network with numerous peers like
smart homes with more resilience. Hence, by extending
the CS approach for reducing the power data length and
designing the sparse representation dictionary for any
arbitrary communication topology, the need for having a
large network with high connectivity and cost is
removed. Therefore, the future outlooks of studies
directions can contain these issues. Moreover,
consideration of the power flow control constraints and
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interaction with the network operator, along with the
application of blockchain technology in this method,
could be interesting for more investigation in future
works.
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