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Abstract— In the smart grid era, load forecasting is the
building block of a secure, reliable, and economic power
system. Therefore, many researchers have spent a lot of
time trying different methods to improve load forecasting
accuracy. In recent years, one of the rather frequently used
methods is the decomposition of load series into high and
low-frequency components using wavelet transform, which
reportedly has shown impressive results in some articles. In
this paper, through several simulations, it’s demonstrated
that despite some of the benefits of the wavelet transform, it
can produce unrealistic results due to the border distortion
problem. In fact, our work investigates the practical
efficiency of wavelet transform in the load forecasting task
from the viewpoint of a system operator who is forecasting
the next day’s load profile every day. To this end, Multiple
Linear Regression (MLR) and Artificial Neural Network
(ANN) models are used with wavelet transform to conduct
experiments on New York City electric load dataset.

Keywords: Artificial Neural Network, Load Forecasting,
Multiple Linear Regression, Wavelet Transform.

I.INTRODUCTION

N the smart grid era, short-term load forecasting

(STLF), which provides electric load forecasts up to
two weeks ahead, is a vital part of a secure, reliable, and
economic power system operation. Accurate production
coordination of electrical generators in the smart grids
greatly depends on STLF accuracy. Furthermore, STLF
is necessary for the utilities and retailers to purchase the
correct amount of required energy in electricity markets,
which results in a lower energy cost for the utility or

retailer.

With the development of smart grids, active
participation of energy consumers, smart charging of
electric vehicles, renewable energy sources and other
smart grid elements are making load forecasting a more
difficult task. For this reason, despite the extensive
literature on load forecasting, this topic is still a subject
of active research.

Load forecasting techniques can be classified into two
major groups: 1- statistical techniques: e.g., Multiple
Linear Regression (MLR), Auto Regressive Moving
Average (ARMA), exponential smoothing models, and
2- artificial intelligence techniques: e.g., Artificial Neural
Networks (ANN), Support Vector Machines (SVM) [2],
gradient boosting machines [3] and fuzzy systems [4].

From the statistical techniques, MLR [5] and ARMA
[6] models have received the most attention [7]. In MLR,
the electric load is explained by combining two or more
independent variables, such as temperature and calendar
variables, which is a great feature where there is a
tangible relationship between temperature and electricity
consumption. ARMA models are based on the electric
load only; these models do not include other factors like
temperature in the model, so this technique is suitable for
regions where the electric load is not affected by other
factors like weather conditions.

From artificial intelligence techniques, ANN [8] has
received the most attention in the load forecasting area
[9], which is partially due to the fact that ANN doesn’t
require much prior knowledge of the relationship
between load and affecting variables; because ANN is a
black box technique that can infer underlying
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relationships between input and output variables.

Besides the mentioned techniques, several useful
methods such as similar day methods [10], [11], variable
selection methods [12], and load decomposition methods
[13], [14] can be applied to the techniques to increase the
load forecasting accuracy. In the load decomposition
methods, the goal is to decompose the load series into
several components, for example, using wavelet
transform [15], which results in extracting extra features
of the load. These extra features provide additional useful
information for the forecasting system and may increase
overall accuracy. For more than two decades wavelet
transform method has been used with different load
forecasting techniques to decrease the forecasting error.
Among these techniques, artificial neural networks were
much appreciated by the researchers; for example, in
[16], [17], and [18], authors utilized Multi-Layer
Perceptron, Echo State Networks, and Bayesian Neural
Networks, respectively, to perform load forecasting with
wavelet transform method. In [19], the authors proposed
Kalman filter models based on wavelet transform to
improve short-term load forecasting at the system level.
A combination of wavelet transform and gray model for
the purpose of load forecasting is presented in [20].
Recently, for predicting the electrical load of New
England Independent System Operator (ISO-NE), a
combination of MLR with the wavelet transform method
is proposed in [21].

Our experimental results show that despite some of the
benefits of the wavelet transform in electrical load
forecasting, one cannot expect impressive results.
Therefore, in this paper, the purpose is to show why the
impressive results of some articles may not be
reproduced in practice, and where the key problem is.

The rest of the paper is organized as follows: Section
Il is devoted to a short review of the papers which have
used wavelet transform as a part of their forecasting
procedure. Section Il briefly explains wavelet transform,
MLR, and ANN. The problem statement is reported in
section 1V. Simulation results and further discussions are
reported in section V. Finally, Section VI concludes the

paper.

Il.LITERATURE REVIEW

For more than four decades, researchers have been
looking to find the best techniques and methods in
electric load forecasting; one of the solutions found to
reduce the load prediction error is the use of wavelet
transform in which the electric load sequence is
decomposed into a low and several high-frequency
components to extract more features out of it.

In [22], Zhang & Dong used wavelet transform and
neural network (MLP structure) to predict Queensland
electricity demand; at first, they decomposed the load
into different scales, then each scale was predicted by a

56

separate NN and, at the final stage a NN used these
predicted values to obtain the final result. In the end, they
concluded that a plain MPL offers a reasonable level of
performance compared to wavelet-based methods.

Reis & Da Silva [16] discussed two different strategies
for embedding wavelet transform into NN-based load
forecasting. In the first strategy (proposed one),
decomposition of the differenced load in addition to the
actual load is given as inputs to a NN to produce the final
load forecast, while the second strategy uses separate
NNs to forecast different load components; hence a
reconstruction phase is needed in the second strategy.
The authors concluded that the first strategy shows a
balanced performance in both one-step and one-day
ahead load forecasting; it’s worth mentioning that despite
the ample complexity of the two strategies, both hadn’t
any improvement in one-step ahead load forecasting
compared to simple non-wavelet NN based methods. In
this paper, for the first time, the problem of border
distortion has been tackled. Also, they used Daubechies
wavelets of order 2 (Db2) with three decomposition
levels for signal decomposition.

Amjady & Keynia [23] proposed an STLF method in
which, after using wavelet transform (Db4 with three
decomposition levels), decomposed components were
predicted by a combination of NN and evolutionary
algorithm (EA) to produce the final predicted load after
reconstruction i.e., using inverse wavelet transform. They
compared their results with the proposed methods in [16]
and reported a better forecasting accuracy.

Deihimi et al. [17] utilized wavelet transform with 5
levels of decomposition, then individual echo state
networks were implemented to predict decomposed
components of the load; to produce the final load forecast
a separate echo state network was used as reconstruction
engine. For day-ahead load prediction, 24 of the
mentioned forecaster have been used to produce a 24
hour prediction (one for each hour); a comparison of the
proposed method with [16] and [23] showed better
forecasting accuracy.

Chen et al. [24] presented a similar day based method
to forecast tomorrow’s electric load. The idea was to find
similar days in the load history based on the weekday
index and tomorrow's weather. Then Db4 wavelet was
used to decompose the similar day's load and the
predicted load of tomorrow (at hour 24) into a high and a
low-frequency component; then, each of the two high and
low-frequency components was predicted using a
separate neural network and added together to produce
the final predicted load of tomorrow.

Pandey et al. [25] proposed a wavelet neural network
(WNN) in which wavelet transform was used as a
smoothing method. In the smoothing stage, they first
decomposed the load and temperature into high and low-
frequency components (using Db2 with three
decomposition levels). Then, the smoothed data were
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created by removing high-frequency components. In the
forecasting stage, the smoothed data were fed to an
RBFNN to produce the final load forecast. Besides, this
paper compares time series, RBFNN, and fuzzy inference
neural network models with their wavelet-based
counterparts, which shows the superiority of wavelet-
based models.

Liu et al. [26] used multiwavelet transform to extract
more information of the electric load series. Then this
information goes to three different neural networks
(BPNN, RBFNN, and WNN) to produce three other
inputs for the final neural network (a three-layer feed-
forward NN), whose output is the forecasted load. It’s
been alleged that the forecasting error of the proposed
method is 0.3504 in terms of Mean Absolute Percentage
Error (MAPE), which is far better than a BPNN with
1.5773 MAPE for daily load forecasting of some districts
in the Sichuan Grid of China.

Bahrami et al. [20] combined the gray model
(optimized by PSQO) and wavelet transform for load
forecasting. In the first step, they used wavelet transform
(Haar with scale 10) to eliminate high-frequency
components of the electric load. In the second step, the
PSO algorithm was used to determine the parameters of
the gray model. In the final step, the electric load of
tomorrow was predicted using the gray model and
filtered load.

Ghofrani et al. [18] approach in load forecasting was
based on wavelet decomposition and Bayesian neural
network (BNN). For this purpose, they first classified the
input data into a bunch of sub-series based on a new input
selection method; then, these subseries were ranked
based on correlation analysis and L2-norm calculation.
The sub-series with the least L2-norm with respect to the
desired correlation coefficient were decomposed using
wavelet transform with four levels of decomposition to
provide proper inputs for the first BNN; the other sub-
series with L2-norm close to the least L2-norm were
selected as the inputs of the separated BNNSs. In the end,
a weighted sum of the BNNs outputs was used to provide
the final forecast. They argued that their approach
outperforms the proposed method of [24] and ANN by
75.7% and 79.5%, respectively.

Alipour et al. [27] proposed a structure based on
wavelet transform (Dmey wavelet with 10-level
decomposition) for feature extraction and deep neural
network as a model for electric net-load forecasting. In
their proposed deep neural network structure they used
some sparse autoencoders and a cascade neural network.
A comparison made by other forecasting techniques
shows that as they said, their method has extraordinary
accuracy. In terms of MAPE, simple NN and SVR have
0.365 and 0.393 percent error while their proposed
method has only 0.039 percent error for the DE region of
Germany.

By reviewing the above articles, one can find that some
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of them stated that they could dramatically reduce the
load forecasting error using wavelet transform. In the
following sections, the validity of their results is studied.

I11.THEORETICAL BACKGROUND

A. Wavelet Transform

Readers are familiar with the Fourier Transform (FT).
The main problem of FT is that it doesn’t give any
information on the time position of a specific frequency;
in order to solve this problem, wavelet transform has
been developed to provide a time-frequency (more
precisely, time-scale) representation of a signal. Wavelet
analysis enables us to discover aspects of signals that
other signal analysis tools miss (e.g., trends, breakdown
points, discontinuities in higher derivatives, and self-
similarity). There are two kinds of wavelet transforms:
the continuous wavelet transform and the discrete one.
The continuous wavelet transform of a signal x(t) is
defined as follows [23]:

w(a,b) = [ x(t) e (t)dt )
In (1), w(a, b) is the wavelet transform, and i, (t) is
the mother wavelet which is defined as:

1 t—b
Yar () = ZP() )
Where a and b are the scale and the translation
parameters.

The continuous wavelet transform is calculated by
continuously scaling and translating ¥, (t); As a
consequence, in addition to the cumbersome
computations, a lot of redundant information is
generated. Therefore, discrete wavelet transform (DWT)
is invented using certain scales and translations to reduce
computation complexity while keeping desired
performance. DWT is defined as:

W(m,n) = =314 x(0) () @)

Where T and t are the length and index of the signal
x(t), and scaling and translation parameters are functions
of the integer variables mand n (a = 2™,b = n.2™). In
practice, the discrete wavelet transform of a signal is
computed by Mallat’s pyramidal algorithm [28], in which
a signal is decomposed into low-frequency
(approximation)  and high-frequency  (details)
components using consecutive low pass and high pass
filters. Mallat’s algorithm is composed of a
decomposition stage, and a reconstruction stage. In Fig.
1, the structure of a multi-resolution analysis system via
Mallat’s pyramidal algorithm, which computes two-level
DWT, is shown [29]. In the decomposition stage, the
original signal (S) is convolved with high pass filter (H)
and low pass filter (L), and then these filtered data are
down-sampled by removing odd numbered points to
produce the first level detail (cD1) and approximation
(cAl) coefficients, respectively. By performing the same
procedure on the cAl, the second level coefficients i.e.
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cD2 and cA2 can be obtained. In the reconstruction stage,
cD1 is up-sampled by padding zeros between cD1
elements to recover the original data length, and then
these up-sampled data are convolved with the
corresponding reconstruction filter (H’) to produce high
frequency components (D1) of the input signal. To obtain
the second level decomposition (i.e. D2 and A2) from
cD2 and cA2, up-sampling and convolving with the
proper reconstruction filters should be performed twice.
Note that original signal can be reconstructed by
summation of the approximation component of the last
level and all the detail components e.g. in Fig. 1, S =
A2 + D2+ D1.

I
Reconstruction

1
Decomposition

Figure 1. Multiple-level decomposition of signal S (A and D
denote approximation and detailed components of S,
respectively)

B. Multiple Linear Regression

Multiple linear regression is a statistical technique in
which multiple explanatory variables are used to describe
a response variable. This technique aims to model the
linear relationship between the explanatory variables and
a response variable. Despite simple computations, MLR
has proven to be a capable technique in predicting future
load [30]; even in recently published papers in the load
forecasting area, satisfactory results have been reported
[31], [32].

The MLR model is given by:

Yi = Bo + BiXis + BoXip + -+ BpXip + & 4)

Where Y; denotes a dependent variable, Xy, ..., X,
denote explanatory variables, p,,...,5, are model
parameters in which B, is the intercept term, and
B, .., By are slope coefficients for each explanatory
variable, e; is model’s error term (residuals), and i is the
number of observations. Model parameters can be
estimated using least-squares estimation techniques.

Note that in MLR, the following assumption should be
held: 1- Dependent variable is a linear combination of the
explanatory variables and the model parameters; in fact,
this linearity is in terms of the parameters rather than
explanatory variables, so any form of explanatory
variables can be used. 2- The explanatory variables
should not be highly correlated with each other. 3- Error
terms should be normally distributed with zero mean and
constant variance.
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C. Artificial Neural Network

Artificial Neural Networks are computing systems that
work similarly to the human brain. Just like neurons in
the human brain that are responsible for processing the
received information, in ANNSs, units called neurons
perform a function similar to that of the brain neurons.
AN ANN consists of three groups of layers: 1-input layer,
2- hidden layers, and 3- output layer. For better
illustration, Fig. 2 shows a simple feed-forward neural
network with three layers in which received information
from the input layer is first linearly combined by a
weighted sum of all the inputs, then these values are fed
to the neurons of the hidden layer where they are passed
through a generally nonlinear activation function to
produce the outputs of hidden layer; at last, these outputs
of the hidden layer neurons are linearly combined
together and are fed to the neurons of the output layer to
produce the final result. For a hyperbolic tangent (tanh)

X_g—X

Activation Function (h(x) = :n?), the mathematical

formulation of Fig. 2 can be written as follows:
uj = aoj + Z€=1 a’ijx,: (5)

w; = h(u;)
Vi = Box + Z§=1 Bjkw;
Yie = h(vy)
Where a,; and B, are the bias terms of the hidden and
output neurons, which are not shown in Fig. 2 for

simplicity.
Hidden Layer

uy wy
Input Layer
x \ I

Xi

Output Layer

Y; wj

Figure 2. A simple feed-forward neural network with three layers

ANN s have been widely used in load forecasting since
the "90s [33]; even a simple structure like feed-forward
neural network is still being used in practice [34], [35].
The reason for the extensive use of the ANN technique,
in addition to the simplicity of implementation, lies in the
fact that it does not require much prior knowledge in the
field under study.
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IV.PROBLEM STATEMENT

A. Border Effect

As stated before, the wavelet transform is achieved by
convolution of the input signal with low pass and high
pass filters. As usual, when a convolution is performed
on finite-length signals, border distortions appear. In
other words, border distortion arises due to the fact that
to calculate the wavelet coefficients at the beginning and
the end of the signal, part of the filter goes beyond the
extent of the signal; this makes transformed values close
to the border of the signal be tainted by the unavailable
data of the signal edge. This undesirable effect at the
borders of the signal is called “border effect”.

Normally, the electric load obtained at the day before
the forecasting day has the highest correlation with the
load of the forecasting day; therefore in the STLF, one of
the main inputs is the obtained load of the day before the
forecasting day. Unfortunately, since this obtained load
is located at the border of load data, the border effect
distorts transformed values of this important input.
Hence, despite the many advantages of the wavelet
transform, the problem of border distortion dramatically
reduces the effectiveness of this method for STLF.

Some signal extension methods (padding) are
proposed in the literature to reduce the border distortion
problem [36]. The most widely used signal extension
methods are as follows: 1) Zero-padding, in which
additional zeros are added outside the signal boundaries;
2) symmetric padding, which is done by symmetric
boundary value replication; 3) smooth padding, which
corresponds to padding by use of a linear extension of the
first and the last two values of the signal; 4) periodic
padding, which is done by periodic extension of the
signal. However, as shown in the next section, these
methods are not suitable for short-term load forecasting
and significantly increase the forecasting error.

Considering the mentioned problem, why have some
brilliant results been reported in the field of STLF using
wavelet transform? The results of the proposed
simulations and the author’s practical experiments in this
field show that these obtained results are due to a missing
point at the implementation phase of the wavelet
transform, where the decomposed data are provided for
the forecasting model (illustrated in Fig. 3); More
precisely, authors suspect that some researchers have
applied wavelet transform to their entire electric load data
series (all the test data) at once to reduce the
computational burden; then they have fed these
decomposed data to the forecasting model. But since
wavelet decomposition is achieved by wavelet filters, as
stated before, some of the future data enter the model
invisibly, which incorrectly masks the border distortion
problem and leads to outstanding results in the
simulations.
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Decomposed
™ Load Data

[ Discrete
Wavelet
Transform |

Load Data
Series

ANN(s)
+

Load Forecast

Reconstruction
Weather Data

Figure 3. A typical structure of load forecasting using wavelet
transform and ANN

The correct implementation is to apply wavelet
transform to all the available data before the forecasting
day. For example, if we want to test our load forecasting
model by forecasting 365 days of a given year that its
load data is available, and one of the inputs of our
forecasting model is the decomposed load of the previous
day; to predict the electric load of the 21st day of the year,
the decomposed load of the 20th day should be provided
by getting wavelet transform of the entire available data
until the 20th day and extracting the decomposed load of
the 20th day from this set (not getting wavelet transform
from all the 360 available days in the test set and
extracting the decomposed load of the 20th day from this
set). Hence, predicting tomorrow’s load profile in a test
period means re-computing wavelet coefficients to the
number of days that are going to be predicted in the test
period. Of course, this has a high computational burden,
and as shown in the next section, it dramatically affects
the results due to a disturbing phenomenon (border
effect). Unfortunately, there is no other choice because
the realized load of the coming days is not available in
real practice, and this is the case with the operators who
deal with STLF in their company every day. In section V,
some simulation results are provided to describe the
problem more precisely.

B. Level of Decomposition

Another issue is that better results are observed in
some articles that have used higher levels of wavelet
decomposition. To investigate this issue, at first, the
relation between the decomposition level and the number
of required data as padding (padding length) should be
determined. Based on the convolution theory, every
convolution between a signal and a filter causes a
distortion with the length of fI —1 in which f1 is the
filter length; since in Fig. 1, two convolutions must be
performed (with H and H’ ) to calculate the DI
component; therefore, the total distortion length would be
2(fl —1). Likewise, since four convolutions must be
performed in the second level of decomposition, the total
distortion length for A2 and D2 components would be
4(fl —1). Therefore, in the multi-level decomposition
with wavelet, the padding length is recommended to be
at least 2!"!(f1 — 1) to reduce the border distortions [29],
where [vl is the maximum decomposition level.

In regard to the above discussion, in the wrong
implementation, as the number of wavelet decomposition
levels increases, the wavelet filters will be placed on
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more load data in the future (instead of the padded data);
as a result, more information about the future load
imperceptibly enters the model which improperly further
reduces the load forecasting error. But as shown in the
next section, if one uses the correct method described in
the previous section, that is, acts like an electric utility
operator who does not have access to the future electricity
consumption data, Since the filter is placed further on the
padded data (not the real data in the future), the prediction
error happens to get worse instead of improving.

V.SIMULATION RESULTS AND DISCUSSIONS

In this section, the impact of the wrong and correct
implementation of wavelet transform and the impact of
the wavelet decomposition level on the STLF accuracy
have been analyzed. For this purpose, two of the most
favorable techniques in the STLF area, i.e., MLR and
ANN, have been used.

MLR model- We’ve used 24 of the following MLR
model to forecast 1 to 24 hours ahead:

Y; = By + fiMonth + B,Day + sMonth * (6)

T + BuMonth = T3 + BsMonth = Ty + BgLy +
B:Lp * Day + BgLy * Day + BoTrend +
BioHoliday + f1,Holiday,

In which Month and Day are class variables that
correspond to the month of the year and day of the week,
T is the average temperature of the forecasting day, Ty is
the average temperature of the day before the forecasting
day, Ly is load profile of the day before forecasting
day, Lp, is yesterday’s load at hour i, L is the load of the
same day as the forecasting day in the previous week at
hour i, Holiday and Holiday, are class variables which
show national holidays of the forecasting day and the day
before forecasting day, respectively. Trend is a natural
number that captures the increasing trend of the load by
assigning a separate number to each day in historical
data, i.e., 1’ to the first day of 2015, ‘2’ to the second
day 0of 2015, and ‘1826’ to the last day of 2019. Note that,
the sign ‘*’ denotes the interaction between explanatory
variables.

ANN- In this case, 24 ANNs with feedforward
structure have been used to forecast 1 to 24 hours ahead.
ANN’s inputs are: Month,Day, T, Ty, Ly, Lp, Ly,
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Holiday, Holiday; & Trend. Since ANN
automatically captures the interaction between input
variables, no interaction term is used in ANN-based
models. It should be noted that the simulations are
performed on the MATLAB R2020b, and Bayesian
regularization backpropagation is used as the training
algorithm.

Dataset- Our dataset is the hourly electric load [37]
and the daily average temperature of New York City over
the period of January 1, 2015, to December 31, 2019.

Decomposition method- In this paper, discrete
wavelet transform with Daubechies wavelet of order four
(Db4) is used to decompose the electric load series into
high and some low-frequency components. Note that in
all the wavelet-based techniques, decomposed load series
are used as model inputs instead of the original load
series.

Metrics- In all the simulations, the results are reported
in terms of mean absolute percentage error (MAPE),
which is defined as follows:

MAPE(%) == ,’Ll% x 100 @

Where L,(n) and Lp(n) denote the actual and
forecasted load at the nth hour, and N is the total number
of the forecasted hours.

A. Impact of signal extension method

To investigate the best signal extension method for
STLF, commonly used signal extension methods
(explained in section IV) in addition to the method
proposed in [16] (i.e., Reis & Da Silva Method), which
uses measured values at the beginning and forecasted
values at the end of the load series, are compared in Table
I using MLR technique. Furthermore, to better illustrate
the impact of the border effect at the end of a signal, the
approximation component of the transformed signal for
different signal extension methods and different
decomposition levels are shown in Fig. 4.

TABLE |
COMPARISON OF MAPE VALUES IN SHORT TERM LOAD
FORECASTING USING DIFFERENT SIGNAL EXTENSION METHODS

Reis &
Decomposition | Symmetric | Smooth | Periodic Da
level padding padding | padding Silva
Method
Level 1 2.24 1.80 7.53 1.746
Level 2 10.24 6.00 25.20 1.752
Level 3 11.50 26.85 14.70 2.07
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Figure 4. Approximation component of the transformed signal for different signal extension methods and different decomposition levels
STLF, which produces more consistent and better results,

From the results of Table I and Fig. 4, it can be isthe method proposed by Reis & Da Silva; so from now
concluded that the best available padding method for  on, this method will be used as signal extension method
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required for wavelet decomposition in the correct
implementation scheme. Another important point from
Fig. 4 is that as the level of decomposition increases, the
boundary distortions expand, so one can expect
degradation of forecasting accuracy due to giving more
unreliable data to the model.

B. Wrong and correct implementation of wavelet
transform

As mentioned in the previous section, implementing
wavelet transform requires high delicacy. In this
subsection, two cases have been analyzed. Case 1: in
which the whole electric load dataset is decomposed in
one shot, then these decomposed components are fed to
the model part by part when it’s needed (wrong
implementation). Case 2: in this case, the electric load
data until the day before the forecasting day is
decomposed, which corresponds to applying 365 times

wavelet transform for testing over a year (correct
implementation). Comparative results of these two cases
and the third case, in which no wavelet decomposition is
used, are given in Table II. To better illustrate the
forecasting accuracy of Case 1 to Case 3, the real and
forecasted load of 13/2/2019 are shown in Fig. 5 and Fig.
6 using MLR and ANN techniques, respectively.

Note: Case 1 and Case 2 are performed using three
decomposition levels; also, in Case 2, required values for
padding are provided from the predicted load of Case 3.

TABLE Il
COMPARISON OF MAPE VALUES OF WRONG AND CORRECT
IMPLEMENTATION OF WAVELET TRANSFORM

MAPE (%) value of | MAPE (%) value of
MLR ANN
Case 1 1.04 1.11
Case 2 2.07 1.79
Case 3 1.74 1.75

7000 MLR

3000 = Forecasted Load by Case

Forecasted Load by Case
2000
1 2 3 4 5 6 7 8

1
3

Forecasted Load by Case 2
Actual Load

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Hour

Figure 5. Actual and forecast load of New York City on 13/2/2019 using MLR technique

7000 ANN
R
— i -
6000 >
y

= 4
S5000 74
k)
©
o
—14000

3000

e Forecasted Load by Case 1 Forecasted Load by Case 2
Forecasted Load by Case 3 Actual Load
2000

1 2 3 4 5 6 7 8 91011ZIL_|2131415161718192021222324
our

Figure 6. Actual and forecast load of New York City on 13/2/2015 using ANN technique
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Remark 1: in Case 1, no future load is given explicitly
to the model, but since the wavelet filter moves beyond
the realized electric load series, imperceptibly, some
form of the future load is exposed to the model; the
authors think that’s the reason of stellar results in some
papers. Unfortunately, these stellar results can never
happen in the real world. Moreover, from Table II, it can
be seen that the correct implementation of wavelet
transform has no benefit over Case 3, which is due to the
border distortions caused by the padding method.

C. Impact of the decomposition level

The level of decomposition is a crucial choice in
electric load forecasting using the wavelet transform. To
better analyze the impact of the decomposition levels on
STLF accuracy, MAPE values of correct and wrong
implementation schemes are reported in Table III for one
to three levels of decomposition. Since the MLR
technique produced more consistent results compared to
ANN, only MLR results are reported in Table III.

TABLE Il
COMPARISON OF MAPE VALUES IN SHORT TERM LOAD
FORECASTING USING DIFFERENT DECOMPOSITION LEVELS

Decomposition Correct Wrong
level implementation implementation
Level 1 1.746 1.70
Level 2 1.752 1.48
Level 3 2.07 1.04

Remark 2: From the results of Table III, it can be
concluded that by increasing the number of
decomposition levels, the accuracy of load forecasting in
the correct implementation scheme decreases; this low
accuracy is due to the more severe border distortion.
Meanwhile, by increasing the number of decomposition
levels, accuracy of load forecasting in the wrong
implementation scheme increases since more of the
future load is exposed to the model in the simulations; as
mentioned before, due to the border distortions, these
excellent results of the wrong implementation can never
happen in real practice. It is now obvious why higher
levels of wavelet decomposition have led to far better
results in some reports.

Remark 3: This article's simulations were performed
on different datasets (some of them were confidential); in
all cases, the same results could be inferred. But for the
briefness, just the simulations on the New York City
dataset are provided in this article. New York City
electricity consumption data are publicly available in
[37].

VI.CONCLUSIONS

In the smart grid environment, load forecasting plays a
critical role in decision-making and increasing the
stability of the power system. In this paper, the practical
efficiency of using wavelet transform in the load

forecasting field has been investigated. Through a case
study on New York City electric load consumption data,
it’s shown that the reason for some reported
extraordinary results is probably due to an inadvertent
mistake that have occurred during the implementation
phase of the wavelet transform; and such a result should
never be expected in practice because the problem of
border distortions severely affects the performance of
wavelet transform in the STLF area. Furthermore, the
performance of various signal extension methods in the
literature was analyzed, and the best method for load
forecasting was selected to perform the case study.

It should be noted that this paper doesn’t deny the
valuable benefits of wavelet transform for load
forecasting. The authors of this paper believe that the
wavelet transform is of significant importance, for
example, in the pre-processing stage of load forecasting
where outliers should be detected to prevent performance
degradation. Furthermore, since STLF is highly affected
by the border distortion problem, further researches are
necessary to discover a more suitable padding method for
STLF.
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