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  يرخطيغ  ديبريه  يها ستميشده از س ييشناسا ي هاعملكرد مدل  يبه منظور بررس ت يفيجامع سنجش ک ار يمع کيمقاله،  نيدر ا: چکیده 

است که    ييفاکتورها يپيشنهادي در بردارنده تمام  تيفي سنجش ک  ار يتوسعه داده شده است. مع  بان،يبردار پشت  وني بر رگرس يمبتن  يهابا روش

مدل. با    يدگي چي سوئيچ و پ  گناليس  تيفيک  ،ييشناسا  يفاکتورها عبارتند از: خطا   ني. ادهديقرار م  ر يتحت تاث  اشده ر  ييمدل شناسا  تيفيک

مدل بدست آمده که   نيکرده و بهتر  سهيرا مقا  ديبريه  ستميس  ييحاصل از شناسا  يها پاسخ  تواني، متوسعه داده شده   تيفيک  ارياستفاده از مع

با    تيفيک  اريمع  نيسوئيچ آن مطلوب است را انتخاب نمود. ا  گنال يس  تيفيمناسب داشته و ک  ييشناسا  يامعقول بوده، خط  يدگيچيپ  يدارا

توابع کرنل متفاوت بر مدل    ريتاث   سهيامكان مقا  ن ي. همچنکنديم  ي ريجلوگ  دهيچي پ  اري بس  يهااوکام، از انتخاب مدل   غ يلحاظ کردن اصل ت

 . کنديشده، فراهم م ذکر يشده را با در نظر گرفتن فاکتورها  ييشناسا

 . اصل اوکام ،ييشناسا تيفيک ،يرخطيغ د يبريه ستميس ستم،يس ييشناساکلمات کلیدی: 

Development of A Comprehensive Quality Measure for 

Identification of Nonlinear Hybrid Systems 

Ahmad Madary, Hamidreza Momeni 

 

Abstract: In this study, a comprehensive quality measure criterion is developed to evaluate the 

performance of the identified models for nonlinear hybrid systems using support vector regression-

based techniques. The proposed quality measure criterion includes all the factors that affect the quality 

of the identified models, namely identification error, quality of the switching signal, and model 

complexity. Using the proposed criterion, the resulting models of hybrid systems identification can 

be efficiently compared and the best model with acceptable complexity, tolerable identification error, 

and desirable switching signal quality will be selected. This quality measure criterion prevents 

selecting the complex models relying on the Occam’s Razor theorem. Besides, it provides the 

possibility of comparing the effects of different kernel functions on the identified models considering 

the aforementioned factors. 

 

Keywords: System identification, Nonlinear hybrid system, Identification quality, Occam’s 

Razor. 
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 مقدمه -1

دهه مدل در  از  استفاده  اخير،  سيستمهاي  بيان  براي  هيبريد  رونق  هاي  ها 

هاي هيبريد اهميت  ، مقوله شناسايي سيستماز اين روفراواني يافته است و  

پيدا ويژه  روش  اي  تاکنون  است.  شناسايي  کرده  براي  متعددي  هاي 

ارائهسيستم هيبريد  بيشتر    هاي  که  سيستم  آنهاشده  زمينه  هيدر  بريد  هاي 

است.  بوده  روش  خطي  مياين  را  شامل  ها  اصلي  دسته  چندين  به  توان 

هاي  [، روش4،3[، روش هاي بيزين ]2،1] 1هاي مبتني بر خوشه بندي روش

صحيح برنامه ترکيبي  ] 6،5]  2ريزي  کراندار  خطاي  روش  روش  8،7[،   ،]

[ ] 9،10جبري  پشتيبان  بردار  بر رگرسيون  مبتني  [ طبقه  11[، و روش هاي 

طبقهب بر  علاوه  کرد.  روشندي  شده،  ذکر  مانند  بندي  ديگري  هاي 

نُرم بهينه مجموع  روش12]  3سازي  و  الگوريتم  [  از  استفاده  با  کرنل  هاي 

پايدار   هيبريد خطي  4spline  [13ترکيبي  سيستم هاي  شناسايي  براي  نيز   ]

خصوص   در  بيشتر  جزئيات  مشاهده  منظور  به  اند.  شده  داده  توسعه 

هاي هيبريد خطي ميتوان به  يان شده در زمينه شناسايي سيستمهاي بروش

 [ مراجعه کرد. 14،15،16]

در مقايسه با سيستم هاي هيبريد خطي، تحقيقات به مراتب کمتري در زمينه  

[ مرجع  در  است.  شده  انجام  غيرخطي  هيبريد  هاي  سيستم  [،  17شناسايي 

شناسايي   منظور  به  پشتيبان  بردار  رگرسوين  هيبريد  سيستمروش  هاي 

[ تلاش کرده اند  18غيرخطي مورد استفاده قرار گرفته است. محققان در ]

هاي هيبريد غيرخطي با تعداد زياد  [ را براي شناسايي سيستم17که روش ]

نقاط اطلاعات مورد استفاده قرار دهند. آنان براي اين کار از روش هاي  

بردار   انتخاب  مانند  کرنل  ماتريس  ابعاد  اجزاء    5ويژگيکاهش  تحليل  و 

به عنوان يک پيش پردازش استفاده کرده تا به اين    6اصلي ماتريس کرنل 

از   زيرمجموعه  يک  و  داده  کاهش  را  اطلاعات  نقاط  تعداد  صورت 

[،  17اطلاعات اصلي را تشكيل دهند. در مرحله بعد و با استفاده از روش ]

لاعات شناسايي  يک سيستم هيبريد غيرخطي براي اين زيرمجموعه از اط 

شده است. سپس با استفاده از اين سيستم شناسايي شده، هر يک از نقاط 

اطلاعات مجموعه اصلي به يک زير سيستم تخصيص داده شده و در نهايت  

غيرخطي   متداول  زننده  تخمين  يک  توسط  ها  سيستم  زير  از  يک  هر 

دو   با  غيرخطي  هيبريد  سيستم  يک  براي  روش  اين  است.  شده  شناسايي 

خطي و يک زيرسيستم غيرخطي( و با استفاده    زيرسيستم)يک    يرسيستمز

يک تابع کرنل خطي و يک تابع کرنل گاوسي مورد استفاده قرار گرفته  

، هر يک از زيرسيستم  7تكه اي   هايمدل است. هرچند، از آنجايي که در  

ها تنها در يک ناحيه خاص از فضاي ورودي فعال است، روش ارائه شده  

بردارهاي پشتيباني    ممكن است منجر به توليد پاسخ هاي زيربهينه شده و 

خارج از ناحيه فعال زيرسيستم را به آن تخصيص دهد. لازم به ذکر است  

 
1 Clustering techniques 
2 Mixed integer programming techniques  
3 Sum of norm optimization 
4 Hybrid stable spline algorithm 
5 Feature vector selection 
6 Principal component analysis  

مورد   بايد  روش  اين  در  سيستم  تنک  نمايش  آوردن  دست  به  نحوه  که 

[. همچنين، عملكرد اين روش در مواجهه با سيستم  19بررسي قرار بگيرد ] 

ي زيرسيستم هاي آن غيرخطي بوده و يا توابع کرنل استفاده  هايي که تمام

 شده شباهت زيادي با هم داشته باشند، بايد مورد مطالعه قرار گيرد. 

[ مرجع  بهينه20در  روش  يک  نرم  [  پايه  بر  تنک  ℓ0سازي  − ℓ1    براي

[ در  شيوه  اين  است.  شده  ارائه  غيرخطي  هيبريد  سيستم  با  21شناسايي   ]

براي  روش و  شده  تلفيق  کرنل  توابع  پشتيبان  بردار  رگرسيون  هاي 

] سيستم مرجع  است.  شده  پيشنهاد  غيرخطي  هيبريد  روش  22هاي  يک   ]

هاي هيبريد غيرخطي ارائه داده است. در اين  تصادفي براي شناسايي سيستم

به    روش، غيرخطي،  توابعي  از  ترکيبي خطي  به صورت  غيرخطي  سيستم 

نظر   در  معلوم،  درجه  با حداکثر  اي  توابع چندجمله  بسط  صورت خاص 

. در اين شيوه از دو تابع توزيع احتمال به منظور تخصيص  گرفته شده است

هاي محلي  هر نقطه به يک زيرسيستم و نيز انتخاب ساختار مدل براي مدل 

استفاده شده در اين روش اين است که   ند. يكي از فرضياتکاستفاده مي

اين    سوئيچسيگنال   به  است.  مشخص  پيش  از  آن(  از  اوليه  تخميني  )يا 

ترتيب، مجموعه نقاط اطلاعات به چندين زيرمجموعه متناظر با مودهاي  

تقسيم بندي شده و پارامترهاي هر يک از مودها تخمين    8NARXمختلف  

مي حال زده  در  سيگنال  شود.  از  اطلاعاتي  که هيچ  دسترس    سوئيچ تي  در 

نباشد،  زمان سوئيچ بر روي تمام بازه اطلاعات تغيير داده شده و تمامي  

هاي سوئيچ با استفاده از روش مونت  ترکيب هاي ممكن از مودها و زمان

شود. اين روش پيشنهادي داراي چندين پارامتر بسيار مهم کارلو ايجاد مي

توسط کا که  را  است  آن  و همگرايي  عملكرد روش  و  انتخاب شده  ربر 

  [،  يک روش شبيه سازي تصادفي زنجيره 23دهند. در ]تاثير قرار ميتحت 

مونت کارلو براي شناسايي يک سيستم سوئيچ کننده شامل يک  -مارکوف

زيرسيستم خطي و يک زيرسيستم غيرخطي پيشنهاد شده است. محققان در  

( براي شناسايي يک دسته  9EM)  يد رياضي[ از روش بيشينه کردن ام24]

سيستم از  کننده  خاص  سوئيچ  سيستم  عنوان  تحت  غيرخطي  هيبريد  هاي 

( خارجي  بخش  داراي  اتورگرسيو  شونده  10ARXمارکوف  سوئيچ  يا   )

( اتورگرسيو داراي بخش خارجي  استفاده شده  11SMNARXغيرخطي   )

يال با حداکثر  است. در اين روش، هر ديناميک پيوسته توسط يک مونوم

شود. تخمين سيستم کلي شامل تخمين  درجه ثابت و مشخص نشان داده مي

هاي پنهان و مقادير مرتبط ، مقادير حالتSMNARXهاي  پارامترهاي مدل 

شود. در  با تغيير حالت است که با روش بيشينه سازي اميد رياضي انجام مي

با استفاده از  بسط   هاي هيبريد غيرخطي[، مسئله شناسايي سيستم25مرجع ]

توابع چندجمله توسط  از بسط  توابع غيرخطي  استفاده  بيان شده است.  اي 

شود. به  مي   12توابع چندجمله اي در دو تحقيق اخير منجر به نفرين ابعادي

7 Piece-wise models 
8 Nonlinear autoregressive exogenous  
9 Expectation maximization 
10 Autoregressive exogenous 
11 Switched mode nonlinear autoregressive exogenous 
12 Curse of dimensionality  
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اي بازگشتي طراحي شده  مشكل، يک روش دومرحلهمنظور رهايي از اين  

اول، مدل  استفاده    NARXهاي  است. در مرحله  از يک مجموعه زمان با 

کند که زمان  شود؛ در حالي که مرحله دوم سعي ميسوئيچ تخمين زده مي

[، از روش  26هاي تصادفي اصلاح کند. در مرجع ]سوئيچ را از طريق روش

به  بيشينه براي شناسايي سيستم سوئيچ کننده غيرخطي  اميد رياضي  سازي 

يشنهادي داراي دو  استفاده شده است. روش پ  Hammersteinهاي  فرم مدل 

مرحله است: انتخاب مدل و شناسايي پارامترهاي مدل. انتخاب مدل توسط  

استفاده   EMروش   با  مدل  پارامترهاي  که  حالي  در  شده  روش    انجام  از 

 شود. حداقل مربعات وزن دار شناسايي مي

 نوآوري  1-5

[ داراي  22،25هاي چندجمله اي ]هاي مبتني بر بسط مدل در حالي که روش

بوده و ميويژگي هاي غيرخطي را  توانند بازه وسيعي از مدل هاي جذابي 

تعميم نظر  از  کماکان  کنند،  به  نمايندگي  نسبت  کمتري  توانايي  پذيري 

اين     [22هاي مبتني بر کرنل دارند. ايراد روش تصادفي ارائه شده در ]روش

است که پارامترهاي کنترل کننده بهينگي و همگرايي روش توسط طراح  

مي شدت  انتخاب  به  روش  عملكرد  نادرست  انتخاب  صورت  در  و  شود 

کند. همچنين در اين روش نياز به دانستن سيگنال سوئيچ يا  کاهش پيدا مي

نباشد،   دسترس  در  مقدار  اين  که  صورتي  در  که  است  آن  از  تخميني 

يابد. در نقطه مقابل،  روش به صورت قابل ملاحظه اي افزايش ميپيچيدگي  

تعميمروش ويژگي  داراي  پشتيبان  بردار  رگرسيون  بر  مبتني  پذيري هاي 

توانند به همه توابع غيرخطي اعمال شوند. هرچند  بسيار زيادي بوده و مي

هاي هيبريد غيرخطي با اين روش منجر به يک مسئله  مسئله شناسايي سيستم

[. عدم محدب بودن مسئله منجر به اين  11شود ]سازي غيرمحدب ميينهبه

]مي باشد  بهينه  به  نزديک  پاسخ  زيادي  تعداد  داراي  مسئله  که  [.  17شود 

همچنين با هر بار تكرار حل مسئله، پاسخ به دست آمده متفاوت از تكرار  

ناگون  هاي گو شود. به اين ترتيب انتخاب بهترين پاسخ از ميان پاسخقبل مي

بايست تمامي فاکتورهاي مهم و  امري بسيار مهم است. براي اين منظور مي

هاي هيبريد غيرخطي در نظر گرفته شود. اين  تاثيرگذار در شناسايي سيستم

مود   صحيح  تخصيص  درصد  شناسايي،  خطاي  از:  عبارتند  فاکتورها 

ر  هاي کنوني مبتني ب)شناسايي سيگنال سوئيچ( و پيچيدگي مدل. در روش

رگرسيون بردار پشتيبان، تنها دو فاکتور خطاي شناسايي و درصد تخصيص  

گيرند و معمولاً مدلي  صحيح مود به صورت جداگانه مورد استفاده قرار مي

شود.  که داراي کمترين خطاي برازش باشد به عنوان مدل نهايي انتخاب مي

شود چراکه    تواند منجر به انتخاب مدلي با پيچيدگي بيش از حداين امر مي

تر داراي خطاي برازش کمتري هستند. علاوه بر اين، نوع  هاي پيچيده مدل 

با   است.  موثر  شناسايي  نتيجه  در  زيادي  ميزان  به  انتخاب شده  کرنل  تابع 

از   حاصل  مدل  بهترين  انتخاب  منظور  به  شده،  گفته  مطالب  به  توجه 

معيار يک  قالب  در  شده  ذکر  فاکتورهاي  تمامي  بايد  جامع    شناسايي، 

 
1  Occam’s razor 

سنجش کيفيت مدل شناسايي شده لحاظ گردد تا به اين وسيله بتوان مقايسه  

هاي مختلف حاصل از شناسايي و نيز تاثير عواملي مانند  جامعي ميان پاسخ

 نوع تابع کرنل و مقادير مختلف انتخاب شده براي آن، انجام داد.  

مقاي و  بررسي  براي  کيفيت  سنجش  جامع  معيار  يک  تحقيق،  اين  سه در 

هاي هيبريد غيرخطي با استفاده  هاي حاصل از شناسايي سيستمعملكرد مدل 

هاي مبتني بر رگرسيون بردار پشتيبان ارائه شده است. معيار ارائه  از روش

امكان   شناسايي،  مسئله  در  مهم  فاکتورهاي  تمامي  نظر گرفتن  در  با  شده 

مدل  پاسخمقايسه  و  رها  شناسايي  مسئله  از  حاصل  مختلف  فراهم  هاي  ا 

تواند  ، مي1کند. به علاوه، اين معيار جامع با لحاظ کردن اصل تيغ اوکام مي

بهترين مدلي را که داراي پيچيدگي معقول بوده و دقت شناسايي مطلوبي  

از هر دو جنبه خطاي شناسايي و دقت سيگنال سوئيچ دارد را انتخاب نمايد.  

معيار، مي اين  از  استفاده  با  اثراهمچنين  بر  توان  را  توابع هسته مختلف  ت 

شناسايي   منظور  به  هسته  تابع  بهترين  و  کرده  بررسي  شده  شناسايي  مدل 

 هيبريد غيرخطي را انتخاب کرد.  سيستم

 بیان مسئله -2

هاي سوئيچ شونده غيرخطي اتورگرسيو  سيستم هيبريد به فرم سيستم

 توان به صورت زير نمايش داد:  داراي بخش خارجي را مي

(1 ) 𝑦𝑖 = 𝑓𝜆𝑖(𝐗𝑖) + 𝑒𝑖  

 

آن   در  𝐗𝑖که  = [𝑦𝑖−1  ⋯  𝑦𝑖−𝑛𝑎  ⋯  𝑢𝑖−1−𝑛𝑘  ⋯  𝑢𝑖−𝑛𝑏−𝑛𝑘]   حالت

، 2داراي لنگي   𝑦و خروجي    𝑢نمونه از ورودي    𝑛𝑏و    n𝑎پيوسته متشكل از  

𝑛𝑘  هاي تاخير يافته و  نشان دهنده تعداد نمونه𝑒𝑖    .نويز اندازه گيري است

𝜆𝑖  متغير ∈ {1, … , 𝑛}  مي مشخص  که  بوده  گسسته  مود  دهنده  کند  نشان 

از   يک  توابع    𝑓𝑗  زيرسيستم  𝑛کدام  چنانچه  است.  فعال  لحظه  هر    𝑓𝑗در 

  ARXغيرخطي باشند، سيستم حاصل يک سيستم سوئيچ شونده غيرخطي  

(SNARX.بود خواهد  از    (  يک  هر  پشتيبان،  بردار  رگرسيون  روش  در 

بسطي از توابع هسته به فرم زير در نظر گرفته    صورتبههاي غيرخطي  مدل 

 : [23شوند ]مي

(2) 𝑓𝑗(𝐗; 𝜶𝑗 , 𝑏𝑗) =∑𝛼𝑖𝑗𝑘𝑗(𝐗𝑖 , 𝐗) + 𝑏𝑗

𝑁

𝑖=1

, 

 

وزن رابطه  اين  در  𝜶𝒋  هايکه  = [𝛼1𝑗   ⋯  𝛼𝑁𝑗]
𝑇    باياس عبارت    𝑏𝑗و 

,)𝑘𝑗زيرمدل بوده و    امين-jپارامترهاي   تابع کرنل است. مساله شناسايي   (

هاي غيرخطي  هاي هيبريد غيرخطي، مساله تعيين پارامترهاي زيرمدلسيستم

{𝑓𝑗}𝑗=1
𝑛  (هاي  وزن𝜶𝑗    و عبارت باياس𝑏𝑗   و سيگنال سوئيچ )𝜆𝑖𝜖{1,⋯ , 𝑛}  ،

باشد. اين پارامترها از طريق حل مسئله  مي  𝒟هاي آموزش  با توجه به داده

 : [19]  آينداي به فرم زير بدست مي

2 Lagged input and output 
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(3) 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
{𝜶𝑗},{𝑏𝑗}

1

𝑛
∑𝑅(𝜶𝑗)

𝑛

𝑗=1

 

        + 
𝐶

𝑁
∑( min

𝑗=1,…𝑛
ℓ(𝑦𝑖 −∑𝛼𝑘𝑗

𝑁

𝑘=1

𝑘𝑗(𝒙𝑖 , 𝒙𝒌) + 𝑏𝑗))

𝑁

𝑖=1

 

پارامتر   رابطه،  اين  برازش     𝐶در  خطاي  و  مدل  پيچيدگي  تنظيم  وظيفه 

طور که پيشتر بيان شد، يک معيار جامع اطلاعات را بر عهده دارد. همان

سيستم براي  شده  شناسايي  مدل  کيفيت  غيرخطي  سنجش  هيبريد  هاي 

فاکتورهاي  مي دربردارنده  سيگنال  بايست  تخمين  دقت  شناسايي،  خطاي 
 باشد. رنل انتخاب شده تاثير تابع ک، و سوئيچ، پيچيدگي مدل 

دقت برازش اطلاعات يا ميزان خطاي شناسايي توسط پارامترهاي مدل  

)وزن باياس    𝜶𝑗هاي  يعني  عبارت  مي𝑏𝑗و  تعيين  در  (  همچنين  شود. 

توان به صورت ميزان  هاي هيبريد، دقت تخيمن سيگنال سوئيچ را ميسيستم

ي که به صورت صحيح به هر زير سيستم تخصيص داده شده،  نقاط اطلاعات

کنترل شده و اثر    𝐶بيان کرد. به علاوه، ميزان پيچيدگي مدل توسط پارامتر 

شود. با توجه به اين  تابع کرنل انتخاب شده در ماتريس کرنل مشاهده مي

سيستم براي  شناسايي شده  مدل  کيفيت  معيار جامع سنجش  هاي  مطالب، 

 بايست در بردارنده تمامي موارد ذکر شده باشد. خطي ميهيبريد غير

شناسايي   مسئله  ابتدا  معياري،  چنين  آوردن  دست  به  منظور  به 

گردد و معيار جامع  هاي هيبريد غيرخطي در چارچوب بيزين بيان ميسيستم

آيد. در انتها ارتباط  سنجش کيفيت مدل شناسايي براي اين مسئله بدست مي

بدست آ معيار  پشتيبان  ميان  بردار  داده    ( 3)مده و مدل رگرسيون  توضيح 

 شود.مي

مراحل دستيابي به معيار جامع سنجش کيفيت در شكل زير نشان داده 

 شده است: 

 
 

𝜽در سطح اول، بردار پارامترهاي مدل  = [𝜶, 𝒃]𝑇  شوند که در  محاسبه مي

𝜶آن   = [𝜶1  ⋯ 𝜶𝑛]
𝑇  وزن و  بردار  بوده  مدل  𝒃هاي  = [𝑏1  ⋯ 𝑏𝑛]

𝑇 

را نشان    هازيرسيستمتعداد    𝑛باشد )هاي باياس ميبه عبارت   بردار مربوط

𝝌دهد(؛ اثرات بردار اَبَرپارامترهاي مدل  مي = [𝝁  𝛽]     در سطح دوم لحاظ

شود. اين بردار دربردارنده متغيرهاي واريانس براي توزيع احتمال پيشين  مي

ها و تخمين واريانس نويز است؛ در نهايت در سطح سوم، خانواده توابع  وزن

 
1Evidence 

ℋکرنل   = {ℋ𝑗|𝑗 = 1,⋯ , 𝑛 }  مي خانو لحاظ  کرنل، شوند.  توابع  اده 

هايي با ساختار متفاوت و يا مقادير متفاوت براي پارامترهاست.  خانواده مدل 

 اي.به عنوان نمونه عرض تابع کرنل گاوسي و يا درجه تابع کرنل چندجمله

سطح   2هر سطح، شباهت  1شود، گواهي همانطور که در اين شكل ديده مي

مي روش  بعدي  در  احتمال  شاهد  انتگرال باشد.  طريق  از  از  بيزين  گيري 

آيد  حاصل ضرب توزيع قبلي در شباهت بر روي تمامي پارامترها بدست مي

[. به اين ترتيب شاهد سطح اول دربردارنده خطاي برازش است، چراکه  27]

پارامترهاي مدل انجام شده است. به همين ترتيب،  انتگرال  گيري بر روي 

يدگي مدل بوده و از آنجايي که در  شاهد سطح دوم در بردارنده اثر پيچ

انتگرال مربوطه شاهد سطح اول )شباهت سطح دوم( هم وجود دارد، اثرات  

 خطاي مدل نيز در شاهد سطح دوم لحاظ شده است. 

به اين ترتيب در خروجي سطح سوم، اثرات تابع کرنل نيز افزوده شده  

به صورت شاهد سط  معيار جامع سنجش کيفيت مدل شناسايي شده  ح  و 

 آيد. سوم بدست مي

𝜽در ابتدا و در سطح اول، بردار پارامترهاي مدل   = [𝜶, 𝒃]𝑇    که شامل

هر  وزن براي  باياس  عبارات  و  حداکثر  مي  زيرسيستمها  طريق  از  باشند، 

آن پسين  احتمال  مينمودن  محاسبه  مشروط ها  پسين  احتمال  شوند. 

داده  داشتن  اختيار  در  با  مدل  شامپارامترهاي  آموزش  نقطه    𝑁ل  هاي 

𝒟اطلاعات   = {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑁  بردار توابع کرنل    𝝌اَبَرپارامترها  ،  و خانواده 

𝓗 شوند. بر اساس قانون بيز به صورت زير محاسبه مي 

(4 ) 
𝑃(𝛂, 𝐛|𝓓, 𝛘,𝓗)

=
𝑃(𝒟|𝜶, 𝒃, 𝝌,𝓗)𝑃(𝜶, 𝒃|𝝌,𝓗)

𝑃(𝒟|𝝌,𝓗)
, 

آن   در  ,𝑃(𝜶که  𝒃|𝝌,𝓗)    و است  مدل  پارامترهاي  پيشين  احتمال  توزيع 

,𝑃(𝒟|𝜶عبارت   𝒃, 𝝌,𝓗)  "مي  "مشابهت نشان  را  اطلاعات  دهد.  نقاط 

معادله   اينكه  (4)مخرج کسر  علت  به  و  ناميده شده  اَبَرپارامترها  ، گواهي 

[ معمولاً در محاسبه پارامترهاي مدل  28نيست، ]  ي مدل تابعي از پارامترها

 شود.  ناديده گرفته مي

پارامترهاي مدل، فرض مي پيشين  توزيع  منظور محاسبه  د که  گردبه 

زيرسيستم ساير  پارامترهاي  از  مستقل  زيرسيستم  هر  هاست.  پارامترهاي 

-براي هر زيرسيستم مستقل مي  𝑏𝑗و عبارات باياس    𝜶𝒋هاي  همچنين، وزن

-باشند. از اين رو، احتمال شرطي توزيع پيشين روي پارامترهاي مدل را مي

 ه صورت زير نوشت: توان ب 

(5 ) 
𝑃(𝛂, 𝐛|𝛘,𝓗)

=∏𝑃(𝜶𝑗|𝝌,𝓗)𝑃(𝑏𝑗|𝝌,𝓗)

𝑛

𝑗=1

, 

امين  jمربوط به    𝜶𝑗هاي  گردد که توزيع پيشين وزنميدر گام بعد، فرض  

𝜇𝑗زيرسيستم داراي توزيع نرمال با ميانگين صفر و ماتريس کواريانس  
−1𝐼𝑁  

 باشد.  مي

(6)  𝑃(𝜶𝒋|𝛘,𝓗) =
1

𝑍𝛼𝑗
𝑒−

𝜇𝑗
2
𝜶𝒋
𝑻𝜶𝒋 

2 Likelihood 

 : مراحل بدست آوردن معيار جامع سنجش کيفيت1شكل 
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 𝑍𝜶𝑗 = (
2𝜋

𝜇𝑗
)

𝑁
2

, 

نيز  در اين مرحله مي توان از انواع ديگر توابع پيشين مانند توزيع لاپلاس 

استفاده نمود اما همانطور که در ادامه نشان داده خواهد شد در آن صورت  

براي گواهي به دست آورد و گواهي به دست آمده  نمي توان فرم قطعي 

نشان دهنده ميزان اطمينان پيشين    𝜇𝑗، (6)[. در رابطه  28تقريبي خواهد بود ] 

 امه بيشتر مورد بحث و بررسي قرار خواهد گرفت. هاست که در ادما از وزن

رابطه   در  دوم  باياس    ( 5)عبارت  عبارات  پيشين روي  احتمال  توزيع 

  1است که معمولا به دليل کمبود اطلاعات به صورت توابع پيشين ناآگاهنده

[. با فرض توزيع پيشين ناآگاهنده براي عبارات  28] شوند در نظر گرفته مي

، توزيع پيشين پارامترهاي مدل را  𝜶𝑗ها  و توزيع نرمال براي وزن   𝑏𝑗باياس  

 توان به صورت زير نوشت:  مي

(7)   𝑃(𝜶, 𝒃|𝝌,𝓗) =
1

∏ 𝑍𝜶𝑗
𝑛
𝑗=1

𝑒
(∑ −

𝜇𝑗

2
𝜶𝑗
𝑇𝜶𝑗

𝑛
𝑗=1 )

. 

شرطي   ,𝑃(𝒟|𝜶توزيع  𝒃, 𝝌,𝓗)  مي که  است  شباهت  به  عبارت  تواند 

داده  تخريب  باعث  که  سيستم  نويز  از  مدلي  آموزش  صورت  هاي 

مياندازه  کامل  گيري  نوشتن شباهت  منظور  به  نظر گرفته شود.  در  شود، 

زيرسيستم مربوط به خود  ها، لازم است که در ابتدا نقاط اطلاعات به  داده 

مورد استفاده   2اختصاص داده شوند. به اين منظور، اصل حداکثر شباهت 

-[. تخمين مود مبتني بر اصل حداکثر شباهت براي سيستم11گيرد ]قرار مي

نقاط اطلاعات  اي هيبريد تلاش ميه از  𝒙𝑖)کند هر يک  , 𝑦𝑖)    به يک را 

يد اين اطلاعات دارد، اختصاص  زيرسيستم که بيشترين احتمال را براي تول

دهد. به بيان ديگر، زيرسيستمي که شباهت داده را با توجه به مدل تخمين  

انتخاب ميحداکثر مي  𝑓̂𝑗زده شده   از  کند،  استفاده  با  گردد. تخمين مود 

 توان به صورت زير نمايش داد:حداکثر شباهت را مي

(8) 
𝜆̂𝑖 = arg max

𝑗=1,⋯,𝑛
𝑃(𝑦𝑖|𝒙𝑖 , 𝑓𝑗), 

𝑃(𝑦𝑖|𝒙𝑖 , 𝑓𝑗) =
𝑒−ℓ(𝑦𝑖−𝑓̂𝑗(𝒙𝑖))

𝑍𝛿
 

,)ℓ،   (8) در رابطه  ثابت نرمال کننده احتمال   𝑍𝛿يک تابع تلف مناسب و   (

امين زيرسيستم است. فرض  jمدل تخمين زده شده از    𝑓̂𝑗است. همچنين،  

 کنيم تابع مشابهت به صورت توزيع گاوسي با واريانس  
1

𝛽
در نظر گرفته  

شود. اين واريانس در واقع باور اوليه ما در ارتباط با واريانس نويز سيستم  

عبارت مي 𝑦𝑖باشد.  − 𝑓̂𝑗(𝒙𝑖)     رابطه و    (8) در  است  بيني  پيش  خطاي 

𝑃(𝑦𝑖|𝒙𝑖, 𝑓̂𝑗(𝒙𝑖))  [ بيني است  پيش  احتمال خطاي  [. يک  29تابع چگالي 

[.  29فرض رايج اين است که خطاهاي پيش بيني مستقل از يكديگر هستند ]

مي را  اطلاعات  کامل  شباهت  فرض،  اين  از  استفاده  زير با  فرم  به  توان 

 نوشت:  

(9 ) 𝑃(𝒟|𝜶, 𝒃, 𝝌,𝓗) =∏arg max
𝑗=1,⋯,𝑛

𝑃 (𝑦𝑖 − 𝑓̂𝑗(𝒙𝑖)) =

𝑁

𝑖=1

 

 
1 Non-informative prior 
2 Maximum likelihood principle 

∏arg max
𝑗=1,⋯,𝑛

𝑒−
𝛽
2
(𝑦𝑖−𝑓̂𝑗(𝒙𝑖))

2

𝑍𝛿

𝑁

𝑖=1

=∏
1

𝑍𝛿
𝑒
arg max

𝑗=1,⋯,𝑛
−
𝛽
2
(𝑦𝑖−𝑓̂𝑗(𝒙𝑖))

2𝑁

𝑖=1

, 

𝑍𝛿 = (
2𝜋

𝛽
), 

مي را  مدل  پارامترهاي  پسين  پيشين  احتمال  توزيع  نمودن  ترکيب  با  توان 

 به صورت زير محاسبه نمود:    (9)ها و مشابهت کامل داده  (7)پارامترها 

(10  ) 

𝑃(𝜶, 𝒃|𝒟,𝝌,𝓗)

=
∏ 𝑍𝛿

−1∏ 𝑍𝛼𝑗
−1𝑒−ℐ1(𝜶,𝒃)𝑛

𝑗=1
𝑁
𝑖=1

𝑃(𝒟|𝝌,𝓗)
, 

𝒥1(𝜶, 𝒃) =∑
𝜇𝑗

2

𝑛

𝑗=1

𝜶𝑗
𝑇𝜶𝑗  

                  +
𝛽

2
∑arg min

𝑗=1,⋯,𝑛
(𝑦𝑖 − 𝑓𝑗(𝒙𝑖))

2
𝑁

𝑖=1

, 

گواهي اَبَرپارامترهاست که    𝑃(𝒟|𝝌,𝓗)در اين رابطه، عبارت نرمال کننده  

به صورت شباهت در سطح بعدي استنتاج مورد استفاده قرار خواهد گرفت.  

-به منظور به دست آوردن پارامترهاي مدل، اين توزيع احتمال پسين مي

بايست حداکثر گردد که در نتيجه آن تخمين پسين پارامترها که به صورت  

𝜶𝑀𝐴𝑃    و𝒃𝑀𝐴𝑃  حداکثر خواهد شد. حداکثر نمودن  شودنمايش داده مي ،

اين عبارت معادل با حداقل نمودن منفي لگاريتم توزيع پسين طبق رابطه  

 زير است: 

(11)  

𝜶𝑀𝐴𝑃, 𝒃𝑀𝐴𝑃:min
𝛼,𝑏

∑
𝜇𝑗

2
𝜶𝑗
𝑇𝜶𝑗

𝑛

𝑗=1

 

                 +
𝛽

2
∑arg min

𝑗=1,⋯,𝑛
(𝑦𝑖 − 𝑓𝑗(𝒙𝑖))

2
𝑁

𝑖=1

 

، ميتوان مشاهده کرد که اين دو دقيقاً مشابه  (11) و رابطه    ( 3)با مقايسه رابطه  

در فضاي بيزين است    (3) در واقع دوگان رابطه    (11)يكديگر بوده و رابطه  

هاي باياس  ها و عبارتو خروجي هر دو رابطه، پارامترهاي مدل شامل وزن

 است.

توان  ها را مياکنون  و با در دست داشتن پارامترهاي مدل، زيرسيستم

شباهت   حداکثر  تخمين  از  استفاده  ادامه  (8)با  در  زير  که  صورت    به 

بازنويسي شده است، با حل يک مساله بهينه سازي با متغيرهاي پيوسته و  

 گسسته تخمين زد.  

(12) 𝜆̂𝑖 = arg min
𝑗=1,⋯,𝑛

𝑃 (𝑦𝑖|𝑥𝑖 , 𝑓𝑗(, ; 𝜶
𝑀𝐴𝑃, 𝒃𝑀𝐴𝑃)) , 

                                                  𝑖 = 1,⋯ ,𝑁, 
يک مساله بهينه سازي با متغيرهاي پيوسته و گسسته است که    (11)رابطه  

زي ترکيبي صحيح است. اما  ريهاي برنامهوشحل آن نيازمند استفاده از ر

، گسسته بودن اين رابطه به دليل  (11)مشكل اساسي در استفاده از رابطه  

با  براي رهايي    است.  𝑚𝑖𝑛وجود عملگر   يک  از اين مشكل، تابع حداقل 

هموا نمايي  3ر تقريب  مجموع  لگاريتم  سازي  حداقل  تابع  فرم  به    4به  يا 

3 Smooth 
4 Min logarithm summation of exponential 
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   MinLSEجايگزين شده است. بر اساس اين تقريب تابع    MinLSEاختصار  

 شود.به صورت زير تعريف مي

صورت    Min LSEتابع    :1تعریف   به  اطلاعات  از  مجموعه  يک  براي 

{𝑥𝑗}𝑗=1
𝑛  مي تعريف  زير  فرم  آن،   به  در  که  𝜅گردد  > ضريب يک    0

 براي ارتقاي بيشتر دقت تقريب است.  1مقياس

(13) 

𝑀𝑖𝑛 𝐿𝑆𝐸 (𝑥1, ⋯ , 𝑥𝑛)

= −𝜅−1 log (∑exp(−𝜅𝑥𝑗)

𝑛

𝑗=1

), 

-نسبت به کمينه اصلي تنها به تعداد آرگومان  MinLSEحداکثر اختلاف  

معرفي  در تئوري که در ادامه  MinLSEاي تابع بستگي دارد. کران پايين ه

 شود.گردد نشان داده ميمي

براي يک مجموعه داراي    MinLSEتقريب  :  1لم    𝑛تابع حداقل سازي 

𝑗=1{𝑥𝑗}متغير 
𝑛 هاي بالا و پايين به فرم زير است:داراي کران  

(14) 

min{𝑥1, ⋯ , 𝑥𝑛} − 𝜅
−1 log(𝑛)

≤𝑀𝑖𝑛 𝐿𝑆𝐸 (𝑥1, ⋯ , 𝑥𝑛)
< min{𝑥1, ⋯ , 𝑥𝑛}, 

min: عبارت  اثبات
𝑗=1,⋯,𝑛

{𝑥𝑗} توان به صورت زير نوشت: را مي 

min
𝑗=1,⋯,𝑛

{𝑥𝑗} = −𝜅 log (exp ( max
𝑗=1,⋯,𝑛

{−𝜅𝑥𝑗})) 

 عبارت لگاريتم سمت راست داراي حد بالايي به فرم زير است: 

(15) 

log (exp ( max
𝑗=1,⋯,𝑛

{−𝜅𝑥𝑗}))

≤ log (∑exp(−𝜅𝑥𝑗)

𝑛

𝑗=1

)

≤ log(𝑛 × exp(−𝜅𝑥∗))
= log 𝑛 − 𝜅𝑥∗, 

,𝑥1}، مقدار حداقل مجموعه  ∗𝑥که در اين رابطه،   , , , , 𝑥𝑛}.است 

–با ضرب نمودن سمت راست آخرين عبارت در  𝜅−1  کران بالا و پايين ،

 □ آيد.  به دست مي (14) در رابطه 

انتخاب يک   با  اخير،  رابطه  به  توجه  با  که  است  نكته لازم  اين  ذکر 

توان کران پايين تقريب را به قدر کافي  ، مي𝜅مقدار مناسب براي پارامتر  

به صورت    (11)مساله بهينه سازي    MinLSEبا استفاده از تابع    کوچک نمود.

 شود. زير بازنويسي مي

(16)  

𝜶𝑀𝐴𝑃, 𝒃𝑀𝐴𝑃:min
𝜶,𝒃

ℐ1 = min
𝛼,𝑏

∑
𝜇𝑗

2
𝜶𝑗
𝑇𝜶𝑗

𝑛

𝑗=1

 

               +
𝛽

2
∑MinLSE

𝑗=1,⋯,𝑛
((𝑦𝑖 − 𝑓𝑗(𝒙𝑖))

2
)

𝑁

𝑖=1

 

 

با استفاده از مقادير محاسبه شده  پارامترهاي مدل را ميتوزيع پسين   توان 

بر روي اين پارامترهاي پسين حداکثر    2هاي خطا و ميله  𝒃𝑀𝐴𝑃و    𝜶𝑀𝐴𝑃براي  

شوند  توزيع پسين محاسبه مي  3هاي خطا از روي خميدگيخلاصه کرد. ميله

 
1Scale factor 
2 Error bars 
3 Curvature 
4 Quadratic 

تواند به صورت محلي توسط يک توزيع گاوسي به  [. توزيع پسين مي28]

 صورت زير تقريب زده شود:  

(17) 
𝑃(𝜽|𝒟,𝝌,𝓗)

≅ 𝑃(𝜽𝑀𝐴𝑃|𝒟, 𝝌,𝓗) exp (−
1

2
∆𝜽𝑇ΣΔ𝜽) , 

 

𝜽𝑀𝐴𝑃که در آن   = [𝜶𝑀𝐴𝑃 , 𝒃𝑀𝐴𝑃]𝑇    وΔ𝛉 = 𝜽 − 𝜽𝑀𝐴𝑃  (17). در رابطه  ،

Σ    هسين Σماتريس  = −∇2 log 𝑃(𝜶, 𝒃|𝒟, 𝝌,𝓗)    ماتريس و  است 

  به نوع . دقت اين تقريب   Σ−1هاي خطا( برابر است با  )ميله  ℐ1کواريانس  

استفاده شده در    4درجه دوم . براي عبارت  است  وابسته  مورد بررسي  مساله

 .  [28]  است داراي دقت بالايياين مقاله، تقريب 

ترين مقادير براي پارامترها، تخمين مود  دست آوردن محتمل  بهپس از  

پذيرد و براي هر نقطه اطلاعات يک صورت مي  (12)با استفاده از رابطه  

گردد که هر نقطه اطلاعات را  به صورت زير تعريف مي  𝐵𝑖𝑗متغير گسسته  

 دهد.  به يک زيرسيستم ارتباط مي

  (18 ) 

𝐵𝑖𝑗 ∈ {0,1},    ∀𝑖 = 1,⋯ ,𝑁  𝑗 = 1,⋯ , 𝑛, 

𝑠, 𝑡 𝐵𝑖𝑗 = 1     𝑖𝑓𝑓 𝜆𝑖 = 𝑗  𝑎𝑛𝑑  ∑𝐵𝑖𝑗 = 1

𝑛

𝑗=1

  

توان به  را مي  ℐ1، تابع هزينه  (11) با وارد نمودن اين متغير گسسته به رابطه  

 صورت زير بازنويسي نمود: 

  (19) ℐ1 =∑
𝜇𝑗

2
𝜶𝑗
𝑇𝜶𝑗 +

𝛽

2
∑∑𝐵𝑖𝑗 (𝑦𝑖 − 𝑓̂𝑗(𝒙𝑖))

2

,

𝑛

𝑗=1

𝑁

𝑖=1

𝑛

𝑗=1

 

تنظيم   اين رابطه عبارت  اول در  نشان  ناميده مي  F5کننده عبارت  شود که 

از مدل حاصل مي انتظار  ] دهنده همواري مورد  [. همچنين عبارت  4باشد 

داده  برازندگي  رابطه  دوم  با  اخير  رابطه  مقايسه  با  است.  مي(3)ها  توان  ، 

که وظيفه تنظيم پيچيدگي مدل و    (3) در رابطه    𝐶مشاهده کرد که ثابت  

𝛽خطاي برازش را بر عهده دارد، معادل  

𝜇𝑗
است. اين تناظر    (19) در رابطه    

و شناسايي سيستم هيبريد غيرخطي با استفاده از رگرسيون    ( 19)ميان مسئله  

دهد که بتوان  معيار جامع سنجش کيفيت اين امكان را مي  بردار پشتيبان، به

شده انجام  شناسايي  کيفيت  سنجش  براي  را  رگرسيون    آن  روش  توسط 

 بردار پشتيبان نيز به کار برد.  

ثابت   فرم    𝐶علت تفكيک  𝛽به 

𝜇𝑗
هاي  که حتي در سيستم   اين است   

پيشين مقادير  به  زيادي  وابستگي  مدل  پارامترهاي  واريانس    غيرهيبريد، 

نسبت  وزن و  مدل  پارامترهاي  مقادير  به  بسته  که  دارند چرا  نويز  و  𝛽ها 

𝜇𝑗
  

بيش  مي جدي  مشكلات  بروز  باعث  برازش  6برازش توانند  کم  شوند    7و 

ها  هاي هيبريد، از آنجايي که هدف تنها سازگار نمودن مدل[. در سيستم30]

داده  ميبا  نيز  زني  توالي سوئيچ  و  نيست  اين  ها  زده شود،  تخمين  بايست 

و پارامترهاي    𝜇𝑗  ،𝛽کند. مقادير نامناسب براي  مساله اهميت بالاتري پيدا مي

5 Regularization term 
6 Over-fitting 
7 Under-fitting 
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مدل ممكن است به تخمين نادرست مود منجر شود )در بدترين حالت همه  

شوند(. ممكن است اين مساله مطرح  ها به يک مود اختصاص داده ميداده 

𝛽گردد که تنها نسبت  

𝜇𝑗
اهميت است. اين امر در صورتي صحيح است  حائز    

مزيت جدا   باشد.  1که هدف تنها به دست آوردن پارامترهاي بهترين برازش 

نمودن اين دو پارامتر در اين است که قابليت به کارگيري اطلاعات ساير  

 منابع از قبيل کران مقادير نويز، ايجاد خواهد شد. 

ي مدل و لحاظ کردن تاثير  پس از بدست آوردن مقادير بهينه پارامترها 

آن ها در شاهد سطح اول، در مرحله بعد اثرات عدم قطعيت اين پارامترها  

شود. اين موضوع  به همراه واريانس نويز به معيار سنجش کيفيت اضافه مي

معادل لحاظ کردن ميزان پيچيدگي مدل است. هدف از سطح دوم استنتاج  

ها  رامترهاي مدل شامل واريانس وزنبه دست آوردن مقادير بهينه براي اَبَرپا

1براي هر مدل ) 

𝜇𝑗
1( و واريانس پيشين نويز )

𝛽
 ( است.

نقاط   داشتن  اختيار  در  با  اَبَرپارامترها  پسين  توزيع  مرحله،  اين  در 

قانون بيز بيشينه مي شود. اين توزيع احتمال  اطلاعات و مدل با استفاده از 

 شود: پسين به صورت زير نشان داده مي

 

  (20 ) 𝑃(𝝌|𝒟,ℋ) =
𝑃(𝒟|𝝌,ℋ)𝑃(𝝌|ℋ)

𝑃(𝒟|ℋ)
, 

باشد. از  مي 𝓗توزيع پيشين با داشتن اطلاعات مدل   𝑃(𝝌|𝓗)که در آن،  

بهينه   مقادير  با  ارتباط  در  کمي  اطلاعات  آموزش  از  پيش  که  آنجايي 

شود )تخت  فرض مي  2ها تخت اَبَرپارامترها در اختيار است، توزيع پيشين آن

-در مقياس لگاريتمي چون پارامترهاي مقياس هستند(. اين فرض نشان مي

دهد که هيچ يک از مقادير اَبَرپارامترها نسبت به سايرين ارجحيت نداشته  

ها به يک اندازه محتمل هستند. براي اطلاعات بيشتر در ارتباط با  و همه آن

مي پيشين  ]توزيع  به  نم28توان  مراجعه  همچنين،  [  گواهي    𝑃(𝓓|𝓗)ود. 

 شود. مدل است که در سطح سوم استنتاج استفاده مي

هاي آموزش با داشتن اَبَرپارامترهاي شباهت داده  𝑃(𝒟|𝝌,𝓗)عبارت 

گواهي سطح اول استنتاج   (4)است که بر اساس  𝓗ها  مدل و خانواده مدل 

نمودن   اَبَرپارامترها، حداکثر  براي  يكنواخت  پيشين  توزيع  فرض  با  است. 

همان   که  بوده  دوم  سطح  شباهت  نمودن  حداکثر  با  معادل  پسين  توزيع 

𝜽باشد. فرض کنيم  گواهي سطح اول استنتاج مي = [𝜶 𝒃]𝑇    نشان دهنده

باشد. گواهي سطح اول از طريق محاسبه انتگرال زير  پارامترهاي مدل مي

 روي پارامترهاي مدل محاسبه ميگردد: 

 

(21) 𝑃(𝒟|𝝌,𝓗) = ∫𝑃(𝒟|𝜽, 𝝌,𝓗)𝑃(𝜽|𝝌,𝓗)𝑑𝜽, 

هاي شديدي در مقاديري از پارامترهاي مدل که  توزيع پسين داراي پيک

مي دارند،  بالايي  وقوع  مياحتمال  گواهي  انتگرال  بنابراين  با  باشد.  تواند 

 
1 Best fit parameters 
2 flat 
3 Occam’s factor 

[. بهترين شباهت  31تقريب زده شود ]   θ∆توجه به پيک انتگرال و عرض آن  

که مقدار آن کوچكتر از يک است ضرب شده و مدل    3در فاکتور اوکام 

𝓗   را با توجه به پارامتر𝜽 کند. جريمه مي 

(22)   

𝑃(𝒟|𝝌,𝓗)⏟      
𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒

≈ 𝑃(𝒟|𝜽𝑀𝐴𝑃, 𝝌,𝓗)⏟          
𝐵𝑒𝑠𝑡 𝑓𝑖𝑡 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑

𝑃(𝜽𝑀𝐴𝑃|𝝌,𝓗)∆𝜽⏟          
𝑂𝑐𝑐𝑎𝑚 𝑓𝑎𝑐𝑡𝑜𝑟

, 

بايست به  ها مييک مدل براي برازش داده "کند:  اصل اوکام بيان مي

يا به بيان    "اندازه کافي پيچيده باشد نبايد بيش از حد  و  ديگر، يک مدل 

دهد. يک مدل  تر پاداش ميهاي ساده باشد. فاکتور اوکام به مدل   4پيچيده

تر  تر بيش هاي ساده پيچيده که داراي پارامترهاي زيادي است، نسبت به مدل 

ها  هايي را که براي برازش داده شود. اين ضريب همچنين مدلجريمه مي

[. به بيان ديگر،  28کند ] تر جريمه ميوند، بيشنياز دارند به خوبي تنظيم ش 

براي پارامترهاي خود نياز    5شوند که به دقت کمتريهايي تشويق ميمدل 

پارامترهاي   پسين  توزيع  براي  تقريبي  گاوسي  توزيع  از  استفاده  با  دارند. 

 توان به طريق زير محاسبه نمود: مدل، گواهي را مي

 

(23)  

𝑃(𝒟|𝝌,𝓗)

=∏𝑍𝛼𝑗
−1

𝑛

𝑗=1

∏𝑍𝛿
−1𝑒−ℐ1(𝜽

𝑀𝐴𝑃)(2𝜋)
𝑛(𝑁+1)

2 |Σ|−
1
2

𝑁

𝑖=1

 

آن،   در  𝑍𝛼𝑗که  = (
2𝜋

𝜇𝑗
)

𝑁

𝑍𝛿و    2 = (
2𝜋

𝛽
)

1

هزينه    Σو    2 تابع  ماتريس هسين 

وظيفه کنترل پيچيدگي مدل را بر عهده    𝜇𝑗سطح اول است. اَبَرپارامترهاي  

ها(  )واريانس کوچک توزيع پيشين وزن  𝜇𝑗دارند. مدلي با مقادير بزرگ  

ميداده  برازش  تابع هموار  با يک  را  مقادير  ها  با  مدلي  که  در حالي  کند 

با  ( داده 𝜶)آزادي زياد در گستره پيشين مقادير ممكن    𝜇𝑗کوچک   ها را 

نمايد. بر اساس اصل اوکام، اين پارامتر نبايد  برازش ميتابع هموار و پيچيده  

 [ شود  انتخاب  کوچک  خيلي  يا  بزرگ  جذاب 32خيلي  از  يكي  ترين  [. 

ميجنبه اوکام  اصل  که  است  اين  بيزين  رويكرد  صورت  هاي  به  تواند 

انتگرال  با  بيان    گيريخودکار  به  گردد.  اعمال  نامرتبط  متغيرهاي  تمامي 

ب بيزين  چارچوب  مدل ديگر،  خودکار  صورت  بدون  ه  که  را  ساده  هاي 

دهد  دهند ترجيح ميها را توضيح ميپيچيدگي اضافي و به طور کافي داده

[. اين ويژگي حتي در صورتي که احتمال پيشين کاملا ناآگاهنده باشد،  32]

 [.  28برقرار است ]

کنيم که  اکنون، يک تابع هزينه براي اين مرحله به صورت زير تعريف مي

از آن به منظور بدست آوردن گواهي سطح سوم استفاده خواهيم کرد. اين 

 : گرددو به صورت زير تعريف مي  (23)تابع هزينه به صورت منفي لگاريتم  

(24)    ℐ2 = −
𝑁

2
(∑log𝜇𝑗

𝑛

𝑗=1

+ log 𝛽) +
𝑁 − 𝑛

2
log 2𝜋 

4 Overly complex 
5 Rough precision 

 [
 D

O
I:

 1
0.

52
54

7/
jo

c.
16

.1
.4

9 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

14
01

.1
6.

1.
5.

7 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
2-

16
 ]

 

                             7 / 14

http://dx.doi.org/10.52547/joc.16.1.49
https://dor.isc.ac/dor/20.1001.1.20088345.1401.16.1.5.7
https://joc.kntu.ac.ir/article-1-862-en.html


56 

 

 هاي هيبريد غيرخطي هاي حاصل از شناسايي سيستم توسعه معيار جامع سنجش کيفيت مدل

 حميدرضا مومني، احمد مداري

 

Journal of Control, Vol. 16, No. 1, Spring 2022  1401بهار،  1، شماره 16مجله کنترل، جلد 

 

 

                +ℐ1(𝜽
𝑀𝐴𝑃; 𝝁, 𝛽) +

1

2
log|Σ|, 

 تواند به صورت زير نوشته شود: مي Σماتريس هسين  

(25) Σ = (
𝑀𝜇 + 𝛽𝐻1 𝛽𝐻2

𝛽𝐻2
𝑇 𝛽𝐻3

), 

 به طوري که:  

 
[𝐻1𝑗]𝑡𝑠

= [
𝜕2ℐ1

𝜕𝛼𝑡𝑗𝜕𝛼𝑠𝑗
]

=

{
 
 

 
 
𝑖𝑓 𝑡 = 𝑠 ∶        𝜇𝑧 + 𝛽∑𝐵𝑖𝑧𝑘𝑧(𝑥𝑖 , 𝑥𝑡)

2

𝑁

𝑖=1

𝑖𝑓 𝑡 ≠ 𝑠 ∶  𝛽∑𝐵𝑖𝑧𝑘𝑧(𝑥𝑖 , 𝑥𝑡)𝑘𝑧(𝑥𝑖 , 𝑥𝑠)

𝑁

𝑖=1

 

 
[𝐻2𝑗]𝑠1

= [
𝜕2ℐ1
𝜕𝑏𝑗𝜕𝛼𝑠𝑗

] = 𝛽∑𝐵𝑖𝑧𝑘𝑧(𝑥𝑖 , 𝑥𝑠)

𝑁

𝑖=1

 

 
[𝐻3𝑗] = [

𝜕2ℐ1
𝜕𝑏𝑗𝜕𝑏𝑗

] = 𝛽∑𝐵𝑖𝑧

𝑁

𝑖=1

, 

𝑛𝑁)يک ماتريس قطري    𝑀𝜇همچنين   × 𝑛𝑁)  هاي  است. يكي از ويژگي

اين ماتريس هسين اين است که با توجه به فورمولاسيون ارائه شده، تنک  

آن   عناصر  و  قطريماتريسبوده  𝑀𝜇هستند:    1بلوکي -هاي  =

𝑑𝑖𝑎𝑔(𝜇1𝐼𝑁 ,⋯ , 𝜇𝑁𝐼𝑁)  ،𝐻1 = 𝑑𝑖𝑎𝑔(𝐻11,⋯ , 𝐻1𝑛) ∈ ℝ
𝑛𝑁×𝑛𝑁     و

𝐻1𝑗 ∈ ℝ
𝑁×𝑁  ،𝐻2 = 𝑑𝑖𝑎𝑔(𝐻21,⋯ ,𝐻2𝑛) ∈ ℝ

𝑛𝑁×𝑛    و𝐻2𝑗 ∈ ℝ
𝑁×1 ،

𝐻3 = 𝑑𝑖𝑎𝑔(𝐻31,⋯ ,𝐻3𝑛) ∈ ℝ
𝑛×𝑛   و𝐻3𝑗 ∈ ℝ  براي𝑗 = 1,⋯ , 𝑛. 

مي هسين  ماتريس  صورت  دترمينان  به  |Σ|تواند  = |𝑀𝜇 + 𝛽𝐻𝑎||𝛽𝐻3|  

که   گردد  𝐻𝑎محاسبه  = (𝐻1 − 𝐻2𝐻3
−1𝐻2

𝑇)قطري ساختار  دليل  به   .-

مولفه  ماتريس  Σهاي  بلوکي   ،𝐻𝑎  قطري ماتريس  يک  است  -نيز  بلوکي 

𝐻𝑎 = 𝑑𝑖𝑎𝑔(𝐻𝑎1,⋯ , 𝐻𝑎𝑛)  هاي  تواند به صورت تابعي از مولفهکه ميΣ  

𝐻𝑎𝑗به صورت   = (𝐻1𝑗 − 𝐻2𝑗𝐻3𝑗
−1𝐻2𝑗

𝑇 از   ( استفاده  با  داده شود.  نمايش 

 به صورت زير خواهد بود:  Σاين نحوه نمايش، دترمينان  

(26) |Σ| =∏|𝜇𝑗𝐼𝑁 + 𝛽𝐻𝛼𝑗||𝛽𝐻3|,

𝑛

𝑗=1

 

به صورت زير   𝐻𝑎𝑗توان بر اساس مقادير ويژه غيرصفر  را مي  |Σ|لگاريتم   

 نوشت: 

(27) 

log|Σ| =∑((𝑁 − 𝑘𝑗) log 𝜇𝑗

𝑛

𝑗=1

+∑log (𝜇𝑗 + 𝛽𝜆𝑙(𝐻𝑎𝑗))

𝑘𝑗

𝑙=1

)

+ 𝑛 log𝛽 +∑log 𝜆𝑡(𝐻3)

𝑛

𝑡=1

, 

 
1 Block-diagonal matrices 
2 Data fitness 
3 Least square support vector machines 

اين رابطه،   مقادير ويژه غيرصفر    𝑘𝑗در  از    𝐻𝑎𝑗تعداد  تابعي  تنها  است که 

 باشد. کرنل و نقاط اطلاعات آموزش مي

و    اکنون مدل  پارامترهاي  اثرات  مرحله،  اين  تا  در  اَبَرو  پارامترها 

توان شاخص جامع سنجش کيفيت مدل  ميشاخص کيفيت لحاظ شده و  

شناسايي شده را در مرحله سوم بدست آورد. اين شاخص کيفيت برابر با  

توزيع احتمال پسين مدل به شرط اطلاعات است. همانظور که گفته شد،  

م کليدي  سيستمپارامترهاي  شناسايي  بر  که  تاثيرگذار  تعددي  هيبريد  هاي 

از:   عبارتند  دارند،  شده  شناسايي  مدل  کيفيت  در  مهمي  نقش  و  بوده 

تعداد پارامترهاي تخصيص داده شده  ، و  پيچيدگي مدل ،    2ها برازندگي داده
 .  به هر زيرسيستم

سيستم ماشيندر  غيرهيبريد،  رايج  حداقل  هاي  پشتيبان  بردار  هاي 

[ از دو مورد اوليه براي ارزيابي پروسه شناسايي 33( ]3SVM-LSت )مربعا

مدل  مقايسه  ميو  استفاده  مختلف  سيستم  هاي  شناسايي  هدف  اما  کنند. 

هيبريد، تخمين پارامترهاي هر زيرسيستم و سيگنال سوئيچ به طور همزمان 

-هاي هيبريد غيرخطي ميهاي کنوني براي شناسايي سيستمباشد. روشمي

مصالحه  ضريب  طريق  از  را  مدل  پيچيدگي  روش  4توانند    SVRهاي  در 

نمايند برازندگي   کنترل  با  مدل  پيچيدگي  مستقيم  بكارگيري  به  قادر  اما 

مدلداده  مقايسه  براي  مدل    هاي ها  ساختارهاي  يا  شده  شناسايي  مختلف 

-مي  زيرسيستمهاي اختصاص داده شده به هر  نيستند. همچنين ميزان داده 

هاي شناسايي مختلف در نظر گرفته شود.  به منظور مقايسه نتايج رويه  بايست

هاي  جانبه براي روش طبق اطلاعات در دسترس، يک معيار يكپارچه و همه

SVR  هاي هيبريد پوشش دهد، در  که بتواند تمامي موارد را براي سيستم

شاخص   يک  داشتن  براي  ديگر  ضرورت  نيست.  موجود  حاضر  حال 

ياندازه  مساله  گيري  که  است  اين  شناسايي  نتايج  مقايسه  براي  كپارچه 

هاي هيبريد غيرخطي )شامل تحقيق حاضر و  شناسايي کنوني براي سيستم

بهينه سازي غيرمحدب 35] پاسخ    5[(، يک مساله  است که داراي چندين 

بهينه  به  مدل  مي  6نزديک  ساختارهاي  انتخاب  تنها  نه  رو،  اين  از  باشد. 

نمونه بر کل   زيرسيستممتفاوت و حتي پارامترهاي مختلف مدل براي يک 

وجود   يكتا  پاسخ  که  آنجايي  از  بلكه  است،  تاثيرگذار  شناسايي  پروسه 

ثابت نيز خروجي پروسه   ندارد، تكرارهاي مختلف براي ساختارهاي مدل 

ند. بنابراين در اختيار داشتن يک معيار همه جانبه  دهشناسايي را تغيير مي

پاسخ کيفيت  ارزيابي  سنجش  براي  جامع  شاخص  اين  است.  ضروري  ها 

 نمايد: کيفيت اهداف زير را برآورده مي

 هاي مختلف مساله شناسايي؛مقايسه و انتخاب پاسخ  •

 مقايسه و انتخاب ساختارهاي مختلف مدل؛ •

 مقايسه پارامترهاي مدل متفاوت.   •

هاي مختلف مساله دشواري است چرا بايد توجه نمود که مقايسه مدل 

ها بر اساس معياري  که انتخاب ساده يک مدل با توجه به بهترين برازش داده 

4 Trade-off coefficient 
5 Non-convex 
6 Near-optimal 

 [
 D

O
I:

 1
0.

52
54

7/
jo

c.
16

.1
.4

9 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

14
01

.1
6.

1.
5.

7 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
2-

16
 ]

 

                             8 / 14

http://dx.doi.org/10.52547/joc.16.1.49
https://dor.isc.ac/dor/20.1001.1.20088345.1401.16.1.5.7
https://joc.kntu.ac.ir/article-1-862-en.html


        بين صريح با کاربرد در سيستم مبدل باکپيش  کننده مدلطراحي يک ساختار جديد در کنترل 

 محمدرضا زماني بهبهاني، زهرا رحماني، بهروز رضايي

57 
 

 

Journal of Control, Vol. 16, No. 1, Spring 2022  1401بهار،  1، شماره 16مجله کنترل، جلد 

 

 

( مربعات خطا  متوسط  قبيل  برازش مي1MSEاز  بيش  به  منجر  شود زيرا ( 

پيچيده مدل  بههاي  برازش  همواره  داده تر  روي  رو،  تري  اين  از  دارند.  ها 

انتخاب بهترين مدل تنها با لحاظ نمودن معيار برازش )به عنوان مثال حداکثر  

مدل  به  تعميم  parameterized-overهاي  شباهت(  قابليت  ضعيف    2دهي با 

سطح  [.  28] کند  ختم خواهد شد که در اينجا اصل اوکام اهميت پيدا مي

سوم استنتاج همچنين ابزاري براي ارزيابي تاثير انتخاب يک مدل مشخص  

 نمايد. بر کل پروسه شناسايي، ارائه مي زيرسيستمبراي يک 

مدل   بعدي  مدل    ℋ𝑗توزيع  آن  براي  عملكردي  شاخص  عنوان  به 

، ℋ𝑗شود. با فرض يک توزيع تخت پيشين براي مدل  مشخص استفاده مي

متناسب خواهد بود که گواهي مدل در     𝑃(𝒟|ℋ𝑗)توزيع بعدي با شباهت  

 سطح قبل است. اين توزيع بعدي داراي فرم زير است:  

 

(28) 𝑃(ℋ𝑗|𝒟) =
𝑃(𝒟|ℋ𝑗)𝑃(ℋ𝑗)

𝑃(𝒟)
 

انتگرال   𝑃(𝒟|ℋ𝑗)گواهي   )اَبَرپارامترها  با  متغيرها  همه  𝝌𝑗گيري روي  =

[𝜇𝑗  𝛽]:به دست خواهد آمد ) 

(29) 𝑃(𝒟|ℋ𝑗) = ∫𝑃(𝒟|𝝌𝑗 ,ℋ𝑗)𝑃(𝝌𝑗|ℋ𝑗)𝑑𝝌𝑗 

-با ميله  3توان به طور دقيق با يک توزيع نرمال تفكيک پذيرگواهي را مي

گيري از  هاي خطا با دو بار مشتقتقريب زد. اين ميله  𝜎𝛽و   𝜎𝜇𝑗هاي خطاي 

𝜇𝑗نسبت به  (24)تابع هزينه سطح دوم   شوند: محاسبه مي 𝛽و     

  

(30) 

(𝜎𝜇𝑗)
2
= (

𝑘𝑗

2𝜇𝑗
2 −

1

2
∑

1

(𝜇𝑗 + 𝛽𝜆𝑙(𝐻𝑎𝑗))
2

𝑘𝑗

𝑙=1

)

−1

, 

(𝜎𝛽)
2

= (
𝑁 − 𝑛

2𝛽2
−
1

2
∑∑

𝜆𝑙(𝐻𝑎𝑗)
2

(𝜇𝑗 + 𝛽𝜆𝑙(𝐻𝑎𝑗))
2

𝑘𝑗

𝑙=1

𝑛

𝑗=1

)

−1

, 

و با فرض يک توزيع پيشين    (29)هاي خطا در رابطه  با استفاده از اين ميله 

 تخت، گواهي به صورت زير قابل محاسبه است: 

 

(31) 𝑃(𝒟|ℋ𝑗) ≈ 𝑃(𝒟|𝜒𝑗
𝑀𝐴𝑃,ℋ𝑗)2𝜋𝜎𝛽𝜎𝜇𝑗 , 

که   طوري  𝑃(𝒟|𝜒𝑀𝐴𝑃به  ,ℋ𝑗)  محتمل از  استفاده  براي  با  مقادير  ترين 

شود. با صرف  اند، محاسبه مياَبَرپارامترها که در سطح قبل به دست آمده 

به    ℋ𝑗، توزيع پسين براي مدل  (31)و    (24)نظر از تمامي ثوابت در روابط  

 گردد: اين صورت محاسبه مي

 

(32) 

𝑃(ℋ𝑗|𝒟)

∝ √
(𝜇𝑗

𝑀𝐴𝑃)
𝑁
𝜎𝜇𝑗
2 (𝛽𝑀𝐴𝑃)∑ 𝐵𝑖𝑗

𝑁
𝑖=1 𝜎𝛽

2exp(−ℐ1(𝜃
𝑀𝐴𝑃, 𝜒𝑀𝐴𝑃))

(𝜇𝑗
𝑀𝐴𝑃)

𝑁−𝑘𝑗∏ (𝜇𝑗
𝑀𝐴𝑃 + 𝛽𝑀𝐴𝑃𝜆𝑙(𝐻𝑎𝑗))𝛽𝑀𝐴𝑃𝐻3𝑗

𝑘𝑗

𝑙=1

, 

 
1 Mean square error 
2 Generalization 
3 Separable 
4 Minimum description length  

بيشتر مي راحتي  لگاريتم  براي  از  عنوان سنجه  (32)توان  کيفيت  به  از  اي 

-به صورت زير محاسبه مي  ℋ𝑗مدل استفاده نمود. سنجه کيفيت براي مدل  

 شود:  

 

(33) 

𝑄𝑀(ℋ𝑗) = log 𝜎𝜇𝑗 + log 𝜎𝛽 +
𝑘𝑗

2
log 𝜇𝑗

𝑀𝐴𝑃  

                +
𝜁𝑗 − 1

2
log 𝛽𝑀𝐴𝑃 −

1

2
log 𝜁𝑗 

   −
1

2
∑(𝜇𝑗

𝑀𝐴𝑃 + 𝛽𝑀𝐴𝑃𝜆𝑙(𝐻𝑎𝑗))

𝑘𝑗

𝑙=1

 

    −
𝜇𝑗
𝑀𝐴𝑃

4
∥ 𝛼𝑗 ∥2

2−
𝛽𝑀𝐴𝑃

4
∑ 𝛽𝑖𝑗(𝑦𝑖 − 𝑓𝑗(𝑥𝑖))

2
,𝑁

𝑖=1                  

 

𝜁𝑗در اين معادله = ∑ 𝐵𝑖𝑗
𝑁
𝑖=1  تعداد نقاط اطلاعات اختصاص داده شده به  ،

 ℋ𝑗تعداد مقادير ويژه غيرصفر ماتريس کرنل مربوط به   𝑘𝑗بوده و   ℋ𝑗مدل  

 دهد.  را نشان مي

منحصر به فرد دارد به طوري که شامل    ويژگياين سنجه کيفيت يک 

مولفه  مولفهتمام  اين  است.  شناسايي  کيفيت  کننده  تعيين  مرتبط  ها هاي 

 ند از:  عبارت

با   • مرتبط  مدل  ∑:  ℋ𝑗برازندگي  𝐵𝑖𝑗 (𝑦𝑖 − 𝑓𝑗(𝒙𝑖))
2

𝑁
𝑖=1    و

1نويز واريانس پيشين 

𝛽𝑀𝐴𝑃
 ؛   

∥پيچيدگي مدل: عبارت تنظيم کننده   • 𝛼𝑗 ∥2
و واريانس پيشين    2

𝜇𝑗ها  وزن
𝑀𝑃 ؛ 

logها:  عدم قطعيت نويز و واريانس وزن  • 𝜎𝜇𝑗   وlog 𝜎𝛽 ؛ 

 ؛ℋ𝑗 :𝜁𝑗تعداد نقاط اطلاعات اختصاص داده شده به مدل   •

 .  ℋ𝑗هاي ماتريس کرنل )مقادير ويژه( مربوط به  مشخصه •

مي را  آمده  بدست  جامع  جمعمعيار  زير  به صورت  اين توان  نمود:  بندي 

هاي ساده با بهترين برازش اطلاعات و بيشترين نقطه  به مدل  سنجه کيفيت

 دهد. پاداش مي اطلاعات اختصاص داده شده

ها  نتايج شناسايي را براي ساير مدل   ℋ𝑗از آنجايي که هر تغييري در يک  

مي ميتغيير  شناسايي  براي  کلي  کيفيت  سنجه  يک  تعريف دهد،  بايست 

در نظر گرفته شود. اين    𝓗ها  گردد که تمامي تغييرات در کل خانواده مدل

 شود: ها تعريف ميها براي همه مدل QMسنجه کيفيت به صورت مجموع 

  

(34) 𝑄𝑀𝑂𝑣𝑒𝑟𝑎𝑙𝑙 =∑𝑄𝑀(ℋ𝑗)

𝑛

𝑗=1

, 

 

شاخص   با  )   4MDLارتباط  آکائیک  معیار  5و 
AIC :)  

کند مدلي را انتخاب نمايد که بهترين فشردگي داده  تلاش مي  MDLشاخص 

تواند  شاخص ميرا دارد؛ به بيان ديگر مدلي با تعداد پارامترهاي کمتر. اين  

5 Akaike’s criterion  
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صورت   به  خام  طور  𝐿(ℋ)به  + 𝐿(𝒟|ℋ)    که شود  طول    𝐿(ℋ)نوشته 

طول توصيف کننده    𝐿(𝒟|ℋ)بر حسب بيت بوده و    𝓗توصيف کننده مدل  

شده  𝒟هاي  داده  به  )مي   𝓗توسط    1کدگذاري  تواند 

logصورت  𝑃(𝒟|ℋ)  مي نظر گرفته شود(  ] در  کيفيت  34باشد  [. سنجه 

QM    آيد که بسيار مشابه شاخص  به دست مي (31) از لگاريتم رابطهMDL  

سيستم ميبراي  که  است  آکائيک  معيار  و  رايج  غيرهيبريد  به  هاي  تواند 

 [. 28]در نظر گرفته شود  MDLصورت تقريبي از 
 

 مطالعه موردی -3

هيبريد   سيستم  اين بخش،  آزمايشات  در  معرض  در  زير  فرم  به  غيرخطي 

 گيرد.شناسايي متعدد قرار مي

 

(35) 
𝑦𝑖

= {
−0,4𝑦𝑖−1

2 + 0,5𝑢𝑖−1 + 𝑒𝑖                                     𝑖𝑓        𝜆𝑖 = 1

(0,8 − 0,5𝑒𝑦𝑖−1
2
)𝑦𝑖−1 − 𝑦𝑖−1

2 + 0,9𝑢𝑖−1 + 𝑒𝑖       𝑖𝑓   𝜆𝑖 = 2
 

 

با پارامترهاي    𝓗هاي مشابه  ابتدا، سيستم به مدت شش بار براي کرنلدر  

-شود که به سبب طبيعت غيرمحدب مساله منجر به مدل ثابت شناسايي مي

براي مقايسه  QMشود. سپس سنجه کيفيت هاي شناسايي شده متفاوت مي

هاي حاصل و انتخاب بهترين سيستم شناسايي شده به کار  و رتبه بندي مدل 

رود. پس از آن، عرض کرنل اول تغيير داده شده و سيستم با پارامترهاي  مي

براي ارزيابي تاثيرات پارامترهاي    QMشود و از کرنل متفاوت شناسايي مي

 گردد. کرنل متفاوت و مقايسه نتايج استفاده مي

در اين بخش اثرات تغيير ثابت تنظيم کننده ميان    :𝑪بررسی تاثیر ثابت  

خطاي شناسايي مورد بررسي قرار گرفته است. براي اين    پيچيدگي مدل و 

𝐶𝑗به ازاي مقادير مختلفي از     (35)کار سيستم   =
𝛽

𝜇𝑗
مورد شناسايي قرار    

مدل  و  مقايسه گرفته  شده،  معرفي  جامع  معيار  توسط  شده  شناسايي  هاي 

ثابت    اند.شده  گاوسين  مدل  دو  از  کار  اين  ℋبراي  =

{ℋ1(0,01),ℋ2(1)}  1جدولآمده در  ست. نتايج به دست  استفاده شده ا  

ارائه شده است. نتايج شامل عبارت تنظيم کننده )پيچيدگي مدل(، هزينه  

ها و  ، درصد تخصيص داده صحيح، تخمين واريانس وزنMSEبرازش،  

-هاي کيفيت مي( و گواهي مدل يا سنجه𝛽و    µنويز )به ترتيب معكوس  

( به نظر  MSEها )باشد. در نگاه اول و تنها با لحاظ نمودن برازندگي داده

به دست آمده در حالت  مي اما  6رسد که مدل  بهترين مدل است.   ،QM 

مي در حالت  نشان  آمده  به دست  مدل  عليرغم    3دهد  است  مدل  بهترين 

در رتبه سوم قرار دارد. دليل عمده اين امر پيچيدگي    MSEاينكه از ديدگاه  

مدل است: تنظيم کنندگي کلي مدل که نشان دهنده پيچيدگي مدل است،  

اين بدان معناست که مدل ششم تمايل   است. 3بيشتر از حالت    6در حالت 

هاي نويزي دارد که سبب از دست رفتن قابليت تعميم  به برازش دقيق داده 

از   داراي تخصيص داده بالاتري است.  3[.  همچنين مدل  28شود ]آن مي

 توان به جمع بندي يكساني دست يافت. ها نيز ميبررسي ساير حالت

استفاده نمود. به عنوان نمونه،    QMتوان از  ها ميمنظور مقايسه زيرمدل به  

ℋ1    5در حالت  ()ℋ1(5QM  بالاتر از حالت )4  ()ℋ1(4QM است چرا که )

دادهداراي تعميم بوده و  بهتري  به درستي اختصاص  دهي  را  بيشتري  هاي 

  ها براي اين حالت   ℋ2توان در ارتباط با  دهد. عكس اين مطلب را ميمي

 بيان نمود. 

همانگونه که پيش از اين  های یکسان:  تکرارهای متفاوت برای مدل

هاي هيبريد به سبب طبيعت غيرمحدب  ذکر گرديد، مساله شناسايي سيستم

آن شامل چندين راهكار نزديک به بهينه است. از اين رو، دو تكرار مختلف  

خواهد نمود. از اين  هاي متفاوتي توليد  مساله با پارامترهاي يكسان، پاسخ

مي پاسخرو  عملكرد  بايست  اين بخش،  در  نمود.  مقايسه  را  مختلف  هاي 

شود. براي اين منظور،  سنجه کيفيت پيشنهادي براي اين شرايط ارزيابي مي

 سيستم زير به دفعات شش بار مورد شناسايي قرار گرفته است. 

(36) 𝑦𝑖 =

{
 
 

 
 
𝑘√(

𝑦𝑖 − 1

𝑘
)
2

+
𝑢𝑖−1 − 𝑦𝑖−1

𝑠
+ 𝑒𝑖      𝑦𝑖−1 ≤ 𝑌

1,3 + √𝑢𝑖−1 + exp(−𝑦𝑖−1) + 𝑒𝑖     𝑦𝑖−1 > 𝑌,

 

 

ℋدر اين روند، از دو کرنل گاوسي   = {ℋ1(1),ℋ2(0,5)}    استفاده شده

برابر   و خطا  پيچيدگي  کننده  تنظيم  پارامترهاي  نظر گرفته شده    10و  در 

 ن داده شده است. نشا  2جدول در نتايج شناسايي است. 

اگر از شاخص جامع سنجش کيفيت استفاده نكرده و تنها  خطاي شناسايي  

بهترين مدل   به عنوان  انتخاب کنيم، حالت دوم  مقايسه  معيار  به عنوان  را 

شود؛ در حالي که درصد صحيح تخصيص مود که نشان دهنده  انتخاب مي

درصد است. از طرف    59شناسايي شده است، تنها    سيگنال سوئيچ کيفيت  

با    ديگر، باشد، حالت سوم  مقايسه  معيار  سيگنال سوئيچ  کيفيت  تنها  اگر 

مي  81% انتخاب  برگزيده  مدل  عنوان  ميزان به  نظر  از  که  درحالي  شود؛ 

خطاي شناسايي، پس از حالت چهارم در رتبه دوم بدترين خطاي شناسايي 

ا  گيرد.قرار مي ه  افتيدر  توانيم  حاتيتوض  نياز  ا  کيچيکه  دو    نياز 

صرفاً با    گر،ي. از طرف دستين  يانتخاب مدل برتر کاف  يبرا  ييبه تنها  اريمع

در طرف    مدل را انتخاب کرد.  نيبهتر  توانينم  ار،يدو مع  نيدر نظر گرفتن ا

کننده    ان يامر ب  نياست. ا  تيفيشاخص ک  نيشتريب  يمقابل، مدل اول دارا

ا  نيا که  است  دارا  نيموضوع  م  نيبهتر  يمدل    ، يدگيچ يپ  ان يمصالحه 

اندک حالت    يبرتر  ليدل  است.  چي سوئ  گنال يس  تيفيو ک  ييشناسا  يخطا

ک دوم،  حالت  به  نسبت  س  تي فياول    حي صح  زاني)م  چ ي سوئ  گناليبهتر 

  ل يحالت به دل  نيا  ني همچن  کمتر مدل است.  يدگي چي مود( و پ  صي تخص

کمتر نسبت به حالت سوم،    يدگي چ يپ  زيکمتر و ن  ييشناسا  يدارا بودن خطا

امت عل   يبالاتر  ازياز  است،  ا  يبرخوردار  ک  نكهيرغم  سوم    تي فيحالت 

. دارد يبهتر چي سوئ گناليس

 
1 Encode 
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 6حالت  5حالت  4حالت  3حالت  2حالت  1حالت  پارامترها

 1تنظيم کنندگي 
ℋ1 0.4464 0.4360 0.4346 0.6726 0.5236 0.7994 

ℋ2 0.1062 0.1670 0.1095 0.1296 0.1525 0.0963 

 0.8957 0.6761 0.8022 0.5441 0.6030 0.5526 مجموع 

 0.1697 0.2387 0.2036 0.2274 0.2277 0.2255 هزينه  2برازندگي 

MSE 0.0045 0.0046 0.0045 0.0041 0.0048 0.0034 

 3ها تخصيص داده
ℋ1 68.33 90 71.66 86.66 92.5 71.66 

ℋ2 80 61.66 80 67.5 51.66 70 

 71 68 79 75 73 73 4کلي

 ابرپارامترها

𝜎𝛼1
2  0.0134 0.0074 0.0070 0.0094 0.0078 0.0180 

𝜎𝛼2
2  0.0069 0.0089 0.0095 0.0074 0.0093 0.0044 

𝜎𝑒
2 0.0108 0.0069 0.0067 0.0071 0.0068 0.0092 

𝐶1 1.240741 1.072464 1.044776 1.323944 1.147059 1.956522 

𝐶2 0.638889 1.289855 1.41791 1.042254 1.367647 0.478261 

 (QMکيفيت )
ℋ1 83.34 109.43 95.60 113.72 119.77 86.36 

ℋ2 105.18 90.38 107.81 76.68 74.99 99.66 

 186.02 194.76 190.40 203.42 199.81 188.52 مجموع 

 

 6حالت  5حالت  4حالت  3حالت  2حالت  1حالت  پارامترها

 تنظيم کنندگي 
ℋ1  0.3046 0.3375 0.4569 0.6671 0.2721 0.4130 

ℋ2 0.9416 0.9813 1.0603 1.2355 0.9789 0.9939 

 1.4069 1.2509 1.9026 1.5172 1.3188 1.2462 مجموع 

 0.2013 0.1834 0.4060 0.3146 0.1375 0.164 هزينه  برازندگي 

MSE 0.0033 0.0027 0.0063 0.0081 0.0037 0.004 

 ها تخصيص داده
ℋ1  64.71 43.055 66.66 15.68 50.8772 47.3684 

ℋ2 100 100 100 100 100 100 

 70 72 59 81 59 77 5کلي

 (QMکيفيت )
ℋ1  64.7183 58.1322 59.4812 15.6849 54.4683 41.3730 

ℋ2 96.9853 103.2244 75.8227 103.1039 106.0259 108.5466 

 149.9196 160.4942 118.7888 135.3041 161.3566 161.7036 مجموع 

لازم به ذکر است تابع کرنل دوم به دليل دارا بودن عرض کمتر نسبت به  

تابع کرنل اول، توانايي بيشتري در تخصيص صحيح نقاط دارد. اين امر از  

درصد صحيح نقاط تخصيص داده شده توسط آن قابل تشخيص است. اما 

در عين حال، به دليل عرض کمتر تابع کرنل، پيچيدگي آن بيشتر از کرنل 

ل است. به اين معني که اين تابع از عموميت کمتري برخوردار بوده و به  او

 کند.  احتمال بسيار زياد نويز را نيز برازش مي

 
1 Regularization 
2 Fitness 
3 Data assignment 
4 Overall 
5 Overall 

  ( 33)در اين حالت، سنجه کيفيت  ها:  پارامترهای متفاوت برای مدل

  (35)شود. اين بار سيستم  هاي مختلف به کار گرفته ميبراي رتبه بندي مدل

ک چهار  از  استفاده  مدل  با  براي  مختلف  پارامترهاي  با  گاوسي    ℋ1رنل 

داراي    ℋ2شود در حالي که مدل  ( شناسايي مي[0.5 0.1 0.05 0.01])

با   برابر  ثابت  در  مي  1پارامترهاي  حاصل  نتايج  شده    1جدول باشد.  ارائه 

 يكساني  MSEها داراي شاخص است. با توجه به جدول، تمامي مدل 

 𝑪مقدار متفاوت  نتايج شناسايي براي شش : 1جدول

 هاي يكسان شناسايي براي شش تكرار مختلف با مدل: نتايج 2جدول
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و تخصيص داده    MSEعليرغم دارا بودن    3و    2هاي  هستند. براي حالت 

کمتر    پيچيدگيتر است که دليل آن  بزرگ  2QMاز    3QMتقريبا مشابه،  

تا حدي به   4و قابليت تعميم دهي بالاتر اين مدل است. شناسايي در حالت 

خاطر تخصيص داده صحيح بيشتر و عمدتا به دليل پيچيدگي کمتر مدل،  

توان  برخوردار است. اين مطلب را مي 1ه حالت از کيفيت بالاتري نسبت ب

 مشاهده نمود.   1جدولدر 

 پارامترها 
 4حالت  3حالت  2حالت  1حالت 

ℋ1(0,01) ℋ1(0,05) ℋ1(0,1) ℋ1(0,5) 

تنظيم 
کنندگي 

 ℋ1 0.5134 0.2231 0.1546 0.2102 

ℋ2 0.2431 0.1758 0.1937 0.2237 

 0.4339 0.3483 0.3989 0.7565 جمع 

برازندگي 
 0.29 0.2973 0.2883 0.2907 هزينه 

M
S

E
 

0.0058 0.0058 0.0059 0.0058 

ص داده
صي

تخ
ها 

 

ℋ1 65 92.5 85 77.5 

ℋ2 60 68.33 73.33 88.33 

 84 78 78 62 کلي

ابرپارامترها  
 

𝜎𝛼1
2  0.0176 0.0077 0.0056 0.0112 

𝜎𝛼2
2  0.0044 0.0105 0.0100 0.0071 

𝜎𝑒
2 0.0091 0.0092 0.0073 0.0088 

ت )
کيفي

Q
M

 ) ℋ1 83.20 104.91 99.84 77.34 

ℋ2 100.60 92.53 108.20 131.29 

 208.63 208.04 197.45 188.82 جمع 

  

برازش داده ℋ1(0,01))  1حالت   هاي نويز نسبت به  ( تمايل بيشتري به 

هاي نويز ناگزير بر  دارد. با اين حال بايد ذکر نمود برخي از داده   4حالت  

هاي واقعي  هاي نويز از داده مدل منطبق خواهند شد چرا که برخي از مولفه

کيفيت يكساني دارند. عليرغم اينكه   4و  3قابل تشخيص نيستند. دو حالت  

از    4حالت   که  آنجايي  از  است،  داده  اختصاص  بيشتري  صحيح  داده 

تواند به صورت  برخوردار است، نمي  3عموميت کمتري نسبت به حالت  

مشاهده نمود    1جدول توان در   رتبه بندي شود. همچنين مي  "1بسيار بهتر "

(  ℋ1(0,5))  4( عملكرد بهتري نسبت به حالت  ℋ1(0,1))   3که حالت 

توسط   مطلب  اين  آن    1جدولدارد.  در  از    ℋ1(3QM(که  بزرگتر 

)ℋ1(4QM شود.است، تاييد مي 

 
1 Significantly better 

   بندیجمع  -8

براي   شده  شناسايي  مدل  کيفيت  سنجش  جامع  معيار  يک  مقاله،  اين  در 

در  سيستم معيار  اين  عملكرد  و  شده  داده  توسعه  غيرخطي  هيبريد  هاي 

حال از  انتخاب مدلي که داراي سطح معقولي از پيچيدگي بوده و در عين  

برخوردار   سيگنال سوئيچ  کيفيت  و  شناسايي  نظر خطاي  از  مناسبي  دقت 

باشد، بررسي شده است. نتايج اين بررسي مويد اين موضوع است که معيار  

شناسايي   مسئله  در  اساسي  فاکتورهاي  تمامي  شده،  داده  توسعه  جامع 

داراي  هايي که  هاي هيبريد غيرخطي را در بر داشته و همواره به مدل سيستم

بهترين مصالحه ميان پيچيدگي، خطاي شناسايي و کيفيت سيگنال سوئيچ  

مي بيشتري  امتياز  معيار  باشند،  کيفيت،  سنجش  شاخص  اين  در  دهد. 

شود. همچنين اين  پيچيدگي مدل با لحاظ کردن اصل تيغ اوکام بررسي مي

مي را  امكان  اين  طراح  به  مدل شاخص  که  آمده  دهد  بدست  هاي 

مختلف را به هم مقايسه کرده و از اين طريق بهترين تابع کرنل  هاي  ازکرنل

 و بهترين پارامترهاي آن را انتخاب نمايد. 

 تحقیقات آینده

بر   مبتني  به تدوين يک چارچوب شناسايي  اين زمينه  آينده در  تحقيقات 

هاي هيبريد غيرخطي اختصاص دارد تا از  بيزين به منظور شناسايي سيستم

بر بدست آوردن تخميناين طريق   تيغ  بتوان علاوه  هاي احتمالاتي، اصل 

هاي حاصل  اوکام را در مرحله شناسايي نيز وارد کرد. به اين صورت، مدل 

از شناسايي داراي بهترين مصالحه ميان پيچيدگي و خطاي شناسايي خواهند  

بود. همچنين تلاش خواهد شد که چارچوب بيزين پيشنهادي را به نحوي  

 اد که بتوان آن را براي تعداد نقاط زياد اطلاعات نيز به کار برد.تغيير د
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