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  يكيزفی  روش  به   ها آن  ن ییاست که تع  يي رهایمتغ  یر گیاندازه   ازمندینظارت و کنترل ن  شرفته ی پ  های روش  سازیاده یتوسعه و پ:  چکیده 

  ی رها یمتغ  لهیبوس  ریگدشوار اندازه   یرهایمتغ   نیبا تخم  توانندينرم م  یدشوار است. حسگرها  اربسی  هاسنجش آن  نكهيا  اي  ستین  ريپذامكان

پارامتر وابسته   ی سازمدل  ی مقاله حسگر نرم داده محور بر مبنا نيباشند. در ا افزاری سخت یحسگرها یبرا ي مناسب نيگزيجا ریگ آسان اندازه 

  ک یتكن نياست. ا ده يارائه گرد ستمنيا يتنس نديدر فرآ  تیفیک نی( به منظور تخم LIV)  1ي سودمند محل ریمتغ کیبه حالت با استفاده از تكن 

  رگذاریتأث  یرهایمتغ  ييشناسا  ت یاست، قابل  ازمند ین   یکمتر  یورود  ی رهایبه تعداد متغ   یمدلساز  یروش ها  ريبه سا  تساده دارد و نسب  یساختار

توسط نرم   Eو  Aغلظت اجزاء  ينبیشیبه منظور پ LIVبر   يحسگر نرم مبتن هایمطالعه، مدل  نيداراست. در ا زیهدف را ن   یرهایمتغ یبر رو

مربع خطا    نیانگیجذر م  یآزمون، خطا  یمجموعه داده   ی ارائه شده بر رو  هایمدل   يابيحاصل از ارز  ج يا. نتافتنديتوسعه    MATLABافزار  

(RMSEرا به ترت )جزء    یبرا  0/ 0174و    3191/0  بیA    و جزءE  مدل  دهديگزارش م .LIV  ينبی شی پ  یخطا  ،یشنهادیپ  (RMSEبرا ) ی  

  % 98/ 18  زانی به م  بی( به ترت DiPLS)   3ا يپو   ي درون  يمربعات جزئ  نه ی ( و کمPLS)   2ي مربعات جزئ  نه ی کم  های را نسبت به روش  Eغلظت جزء  

 کاهش داده است. %  6/97و 

  ر یحالت، روش متغ  ریپارامتر وابسته به متغ   یسازمدل   ستمن، يا  يتنس  نديحسگر نرم داده محور، فرآ  ت، یفیک  نیتخم کلمات کلیدی:  

 . يسودمند محل

SDP-Based Quality Monitoring with Application to the Tennessee 

Eastman Process (TEP) 

Rana Hassanpour, Mir Mohammad Khalilipour, Jafar Sadeghi, Bahareh Bidar 

 

Abstract: Development and implementation of advanced monitoring and control techniques 

requires measurement of variables which cannot be determined physically or difficult to measure. 

Soft sensors can be used as a relatively inexpensive alternative for hardware sensors as a suitable 

solution in the process industries by estimation of easy-to-measure variables using hard-to-measure 

variables. In this study, design of data-driven soft sensor based on state-dependent parameter 

modeling method by using local instrumental variable (LIV) have been presented to predict quality 

 
1 Local Instrumental Variable 
2 Partial Least Squares 

3 Dynamic inner  Partial least squares 
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variables in Tennessee Eastman (TE) process. Unlike other soft sensor modeling methods, the state 

dependent parameter modeling method has simple structure and often requires fewer input variables. 

Moreover, state dependent modeling method using local instrumental variable can identify 

influencing variables which have been affected the target variables. The performance of identifying 

technique and proposed soft sensors has been investigated on Tennessee Eastman process. In the 

present study, LIV based Soft sensor models have been developed using MATLAB software to 

predict concentration of A and E components. The evaluation results of the proposed models on the 

test data set report that the root mean squared error (RMSE) for concentration of components A and 

E are 0.3191 and 0.0174, respectively. The proposed LIV model reduced prediction error (RMSE) 

for the concentration of component E by 98.18% and 97.6% as compared to Partial Least Squares 

(PLS) and Dynamic Inner Partial least squares (DiPLS) methods, respectively. 

 

Keywords: Quality prediction, Data-driven soft sensor, Tennessee Eastman process, State-

dependent parameter modeling, Local instrumental variable method.

 

 مقدمه -1

کاهش   محصول،  کیفیت  کنترل  به  نیاز  دلیل  به  صنعتي  فرآيندهای 

بهبود   نیازمند  فرآيند  ايمني  افزايش  و  محیطي  زيست  های  آلودگي 

اندازه سیستم و  های  هستندگیری  خود    امكانکه    يهنگام.  کنترل 

مهمرهایمتغ   یریگاندازه    تیفیک  به  مربوط  اطلاعات  که  ینديفرآ  ی 

  ی حسگرهايا   تجهیزات ابزار دقیق  از  استفاده  با   دهند، يم  ارائه  را   محصول

افزار شده هایری گ اندازه   اي  و   نداشته   وجود   ی سخت  انجام  اين    ی  توسط 

هز  ریغحسگرها   و  اعتماد  کنترل  ،دباش بر    نه يقابل    نظارتو    ي مشكلات 

 1گیر . اين متغیرها، متغیرهای دشوار اندازه شونديم  ظاهر  ند يفرآبر    مستمر

  توام   يشگاهيآزما  لیو تحل   هيتوسط تجز  نامیده مي شوند که در بیشتر موارد

ت راستا    .دن شو يم  گیری دازه ان  ي طولان  ر یخأبا  اين   2نرم   یحسگرهادر 

  نانیاطم   تیبهبود قابل  به عنوان يک راه حل جهت(  استنتاجي  ی)حسگرها

اندازه ستمیس فرآ  ،گیریهای  کنترل  و  هستند  ندينظارت  توسعه  حال    .در 

  متغیرهای   3بیني برخط پیش  نرم،  حسگرهای  مهم ترين کاربردهای   از  يكي

  توسط   که  4گیر فرآيندی آسان اندازه   متغیرهای   مبنای  گیر بردشوار اندازه 

به سخت  حسگرهای موجود  است  مي  گیریاندازه   راحتي  افزاری  شوند، 

]1[  . 

حسگرهای نرم، مزايای بسیاری در مقايسه با تجهیزات ابزار دقیق سنتي  

های  ها به صورت برخط، مشكل تحلیل بیني داده با پیش  دارند. اين حسگرها 

مي برطرف  را  باعث  آزمايشگاهي  بنابراين  سیستم  کنند،  عملكرد  بهبود 

ها، ديد بهتر  آوری اطلاعات پنهان در دادهشوند. همچنین با جمعکنترل مي

از آنجايي   دهند.تری نسبت به فرآيند در اختیار متخصصین قرار ميو دقیق

گیری موجود را  که قابلیت بكارگیری به صورت موازی با تجهیزات اندازه 

  کنند. دارند، لذا امكان داشتن فرآيند با قابلیت اطمینان بیشتری را فراهم مي

 
1 Difficult-to-measure 
2 Soft sensor 
3 Online prediction 
4 Easy-to-measure 
5 Model-driven 
6 Data-driven 
7 Principal component analysis 

هزينه  با  مقايسه  در  سخت  همچنین  تجهیزات  از  بسیاری  برای  لازم  های 

 . ]3و  2[افزاری، پیاده سازی اين حسگرها هزينه کمتری دارد 

مدل    کلي نرم به دو دسته    ی رهاحسگ  ،یسازروش مدل نوع  براساس  

محور   5محور  داده  مي  6و  توسعه  تقسیم  امكان  که  است  واضح  شوند. 

فرآيندهای صنعتي بسیار مشكل و غیرعملي   حسگرهای مدل محور برای 

است زيرا به دانش پديده شناسي بالايي از فرآيند احتیاج است. در نتیجه  

که   کردند  پیدا  محبوبیت  محور  داده  حسگرهای  صنعتي،  فرآيندهای  در 

گیری شده  های اندازه داده شرايط واقعي يک واحد فرآيندی را بر مبنای  

 [.  5و 4کنند ]ورودی و خروجي فرآيند، توصیف مي

نرم  های مدل ترين تكنیکمحبوب برای حسگرهای  سازی خطي که 

مي برده  بكار  محور  مؤلفهشوند  داده  تحلیل  (،  PCA)7اصلي   شامل روش 

جزئي  مربعات  کمینه  ميPLS)  8روش  مدل (  از  باشد.  آمده  بدست  های 

های رگرسیوني، مدل رگرسیون  با مدل  PLSو    PCAهای  ترکیب روش

مربعات جزئي  مؤلفه اصلي PLSR)9کمینه  (  PCR)  10( و مدل رگرسیون 

ها نیز در طبیعت خطي و  شوند. با اين حال، نقاط ضعف اين مدل نامیده مي

مدل  در  سیستم ناتواني  پیشسازی  اغلب  و  غیرخطي  به  های  ضعیف  بیني 

پوشي از رابطه بین ورودی و خروجي سیستم است، در نتیجه به  دلیل چشم

پیش مرحله  روشعنوان  ساير  برای  ميپردازش  کار  به  آماری  روند  های 

متداول 7و6[ تكنیک [.  غیر ترين  روش  های  عصبي  خطي،  شبكه 

عصبيANN)11مصنوعي سیستم  بردار  NFS)12فازی  -(،  ماشین  و   )

باشند. شبكه عصبي مصنوعي يک روش مشهور در  ( ميSVM)13پشتیبان

داده محور است. روش سیستم  مدل  برای حسگرهای نرم  سازی غیرخطي 

فازی به موجب شبكه عصبي دارای توانايي يادگیری تطبیق پذير،  -عصبي

های ديده نشده  قابلیت پردازش موازی و دارای قابلیت لحاظ نمودن داده

روش   اساسي  مشكل  هزينه    NFSاست.  بالتبع  که  است  ابعاد  افزايش 

دهد. در سال های اخیر، روش  محاسبات و حافظه موردنیاز را افزايش مي

8 Partial least squares 
9 Partial least squares regression 
10 Principal component regression 
11 Artificial Neural Network 
12 Neuro-Nuzzy System 
13 Support Vector Machine 
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SVM    محبوبیت زيادی بدست آورده است چرا که مشكلات کمینه کردن

دهد را ندارد.  که در شبكه عصبي مصنوعي رخ مي  1محلي و بیش برازش 

پشتیبان  بردار  رگرسیون  ميSVR)2مدل  سعي  به (  بهینه  سطح  يک    کند 

عنوان تابع تصمیم گیرنده در فضايي با ابعاد بالا پیدا کند که بخاطر استفاده  

 .  ]9و 8[های خاص آماری با رگرسیون معمولي تفاوت دارد از تكنیک

تغییرات با زمان فرآيندها، تكنیک شناسايي متغیر با  به منظور بررسي  

کمینه   شناسايي  مبنای   بر  تكینیک  اين  گرفت.  قرار  استفاده  مورد  زمان 

بازگشتي  بهینهRLS)  3مربعات  از  استفاده  با  که  است  استوار  اَبر  (   سازی 

تكنیک  4پارامترها پالايش و  تخمین   5های  برای  بازگشتي  بهتری  های 

زمان با  متغیر  آنجاييTVP)  6پارامترهای  از  آورد.  بدست  الگوريتم  (  که 

TVP    در حالت  به  وابسته  پارامترهای  شديد  بسیار  تغییرات  شناسايي  در 

( SDP)  7های غیرخطي ناتوان بود، رويكرد پارامتر وابسته به حالت سیستم

گرديد   ارائه  غیرخطي  های  سیستم  رفتار  تحلیل  مبنای  ]10[برای  روش   .

SDP   بوده حالت  متغیر  تک  صورت  با    ، به  پارامتر  مشكل  رفع  برای  لذا 

پارامتر وابسته    رويكرد مدل   ]12و 11[تابعیت چندحالته، صادقي و توکلي  

( را توسعه داد. در ادامه بیدار و همكاران  MSDP) 8به چندين متغیر حالت 

محلي   ]13[ سودمند  متغیر  بكارگیری  تخمین  9با  از  جديد  روش  يک   ،

( LIV( به نام روش متغیر سودمند محلي )SDPپارامتر وابسته به حالت )

( استوار WLS) 10ارائه نمودند. اين روش که بر مبنای کمینه مربعات وزني

تواند به صورت مستقیم و بدون پارامتری کردن مدل نهايي، برای  است، مي

ها استفاده شود. اين قابلیت به همراه عدم نیاز  در مجموعه داده  11يابيدرون

از مزيت های مهم روش     LIVبه تعداد بالايي از متغیرهای ورودی مدل 

  SDPهای مدلسازی بر مبنای رويكرد  های اخیر تكنیکمي باشد. در سال 

به صورت موفقیت آمیزی در فرآيندهای مختلف صنعتي مورد استفاده قرار  

 [.   20-14[گرفتند 

ايستمن در سال   داونز و وگل    1993فرآيند شیمیايي شرکت  توسط 

روش 21] آزمودن  برای  شرکت  [  شد.  مطرح  فرآيند  کنترل  جديد  های 

ايستمن  تنسي  فرآيند  سازی  شبیه  با  ايستمن  امكان TEP)  12شیمیايي   )

بر روی مدلي از  طراحي و ارزيابي روش های کنترل و نظارت فرآيند را 

 در  یا گسترده  مطالعات آن از پس يک فرآيند صنعتي واقعي محقق نمود.

جمله    یهانهیزم از  نرمطراحي  مختلف  محور  حسگر    نيا  یرو  بر  داده 

 گرديد.  انجام  ندآيفر

مقا  کي  ]22[نگ  سو   و  يج  مختلف    یاسهيمطالعه  روش  سه  از 

حداق   (JITL)13بهنگام   یریادگي مبراساس  جرئل   ، (PLS)ي  ربعات 

  بانیبردار پشت ونی( و حداقل مربعات رگرسSVR) بانیپشت بردار ونیرگرس

 
1 Over-fitting 
2 Support vector regression 
3 Recursive least squares 
4 Hyper-parameter 
5 Filtering 
6 Time varying parameter 
7 State dependent parameter 
8 Multi state-dependent parameter models 
9 Local instrumental variable 
10 Weighted least squares 
11 Interpolation 

(LSSVR مدل منظور  به    ستمنيا  يتنس  نديفرآ  یبرا  نرم  حسگر  یساز( 

برای حسگر    ]23] گربیک و همكارانش.  دادند  انجام  يک روش تطبیقي 

های  براساس ترکیبي از مدل   فرآيند  بر   نظارت  آنلاين و  بینيپیش  براینرم  

تنسي   معیار  فرآيند  از  استفاده  با  آمده  بدست  نتايج  کردند.  ارائه  گوسي 

ايستمن نشان داد که مدل حسگر پیشنهاد شده، دقت کمتری نسبت به مدل  

PCA    .بازگشتي دارد، اما اين مدل نیازمند متغیرهای فرآيندی کمتری است

[ همكاران  و  ي24يان  جد[  روش  مبتن  سازیمدل   دي ک  نرم    بر  يحسگر 

گاوسي  ترکیبي  در    تیفیک  ين یبشیپ  یبرا  (GMR)  14رگرسیون 

مرحله  یندهايفرآ چند   یاچند  روش    يمعرف   فازیو  عملكرد  کردند. 

  GMRپیشنهادی در فرآيند تنسي ايستمن حاکي از عملكرد موثرتر مدل  

بیني کیفیت در مقايسه با مدل ترکیبي گاوسي مبتني بر کمینه  در در پیش

   .( استPLS-GMM)  15مربعات جزئي

  دوگانه   یمواز  ی افراطيریادگي  ماشین  مدل   ک[ ي25ي و همكاران ]ه

ضر مبتنPCC)  16رسون یپ  يهمبستگ   بيبا  مستقل  زير  بر    ي(  شبكه 

(17DPELM-PCCISبرا )دهی چی پ  ييایمی ش  یندهاآيفر  قی دق   یمدل ساز  ی  

بر روی فرآيند تنسي ايستمن پیاده    PCCIS-DPELMمدل  ارائه کردند.  

نتايج خطای و  به   ی کمتر  ي نیب شیپ  گرديد  و    DPELM  های مدل   نسبت 

ELM  با مدل    سهيدر مقا  ن،ي. علاوه بر انشان دادDPELM    و مدلELM  ،

-عملكرد مطلوبتوانست به    عيساختار ساده و پاسخ سر  پیشنهادی بامدل  

 .  ابديدست  تری

[ کین  و  پويا26دانگ  دروني  جزئي  مربعات  کمینه  روش   ]18 

(DiPLS)  سازی  سازی پويا فرآيندها ارائه کردند. نتايج پیاده را برای مدل

ارتباطات    يوقتمدل پیشنهادی بر روی فرآيند تنسي ايستمن نشان داد که  

در مقايسه   DiPLS  روش  ها باداده   یسازها وجود دارد، مدل در داده   ايپو 

الگوريتم    ]27[کین و همكاران   .کارآمدتر است  PLSسازی  با روش مدل 

( را به عنوان  QSFR)  19جديد رگرسیون ترکیبي تدريجي وابسته به کیفیت 

با روش رگرسیون   مقايسه  اين مدل در  نتايج  دادند.  ارائه  نرم  پايه حسگر 

-بینيبر روی فرآيند تنسي ايستمن پیش  PLS( و  SFRترکیبي تدريجي )

 ای بهتری را گزارش کرد. ه

بر رمزگذار خودکار    يمدل حسگر نرم مبتن  کي  ]28[گوا و همكاران  

( JITL)  21ع موق به  یریادگيتحت چارچوب  (  GMVAE)  20وسي گا  ریمتغ

و    يخط  ریابعاد بالا، غدادند که بتواند بر روی داده های صنعتي با  توسعه  

بر   یازپیاده س  قياز طر  یشنهادی روش پ  ي. اثربخشي اعمال گرددچند وجه

مورد تايید قرار گرفت. ژانگ و همكاران   ستمنيا يتنس  اریمع نديفرآ یرو

 سيماتر  نیبر ماش  يمبتن  حسگر نرم برای پیش بیني کیفیتمدل  يک    ]29[

12 Tennessee Eastman Process 
13 Just in Time Learning 
14 Gaussian Mixture Regression 
15 Gaussian Mixture Model 
16 Pearson Correlation Coefficient 
17 Double Parallel Extreme Learning Machine with Pearson Correlation  

Coefficient based Independent Subnets 
18 Dynamic inner PLS 
19 Quality-relevant slow feature regression 
20 Gaussian mixture Variational Autoencoder 
21 Just-in-time learning 
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  ک يو    2اسمت -بگینگ  ( به همراه تكنیک MSMM)  1چند کلاسه   بانیپشت

. سپس،  پیشنهاد نمودند  يشكل منحن  رییبراساس تغ   تیحساس  لیروش تحل

های  گرديد و شاخصاعمال   روی فرآيند تنسي ايستمن  بر  حسگر پیشنهادی

 عملكردی قابل قبولي حاصل گرديد. 

نرم جدروش مدلسازی    کي   ]30[لي و همكاران   نام    ديحسگر  به 

پشت  ونیرگرس توسط  SSESVR)  3شده  نظارت  مهین   يگروه  بانی بردار   )

  د يیتأ.  کردند  شنهادیپ  ي گروه  یریادگينظارت شده با    مه ین   یریادگي  بیترک

برتر  ياثربخش تنسي  شنهادیپ  SSESVR  روش  یو  فرآيند  روی  بر  ی 

يو و همكاران  انجام شد  ايستمن   یریادگيو    تی عل  لی براساس تحل  ]31[. 

برا  یحسگرها  دار،يپا دشوار    داريپا  ي نیب شیپ  ی نرم  و  کیفیت  متغیرهای 

  ي تنس اریمع نديدر فرآی شنهادیروش پ ي. اثربخشنمودند شنهادیپ گیراندازه 

 د و نتايج خوبي بدست آمد. نشان داده ش  ستمنيا

با زمان، و    ریبودن، رفتار متغ  ي رخطیغ  به جهت پرداخت به خاصیت 

حسگر    کي  ]32[های فرآيندی، وانگ و همكاران  در داده   کمبود برچسب

داده  با    های ی سیستم( براODCSS)  4ايپو   برخط  ی بندبر خوشه  ي نرم مبتن

روی کاربرد    جينتا  کردند.  شنهادیپ  يصنعت  شده نظارتمهین بر  روش  اين 

  ی شنهادیپ  ODCSSنرم حسگر   كرديکه رو  دادشان  فرآيند تنسي ايستمن ن

يكسان عملكرد بهتری دارد.    طیمح   کيدر    متداول نرم    یهاحسگرنسبت به  

ا با  مقابله  منظور  تاو  نيبه    ]33[ی و همكاران  مشكلات، کوسول سونگ 

تطابق ادغام    ي همبستگ  بيضر  یها مجموعه  ريحسگر نرم بر اساس ز  کي

( CCCS-PIFELM)  یمعكوس موازي آزاد  افراط  یریادگي  نی شده با ماش

متغ  ييایمی ش  یندهايفرآ  یبرا منظور.  کردند  شنهادیپ  ره یچند    يابيارز  به 

تنسي ايستمن    اریمع  نديفرآ  ،CCCS-PIFELM  كرديروي  نی بشیعملكرد پ

استفاده    باتیترک  ي نیب شیپ  یبرا  یمطالعه موردبه عنوان   با  شدمحصول   .

  توانديم یشنهادیپ CCCS-PIFELM كرديرو ،یسازهی شب ج يتوجه به نتا

  به دست آورد.  ي سنت  یكردهايبا رو   سهيرا در مقا  ی بالاتر  ي نیب شیدقت پ

بر  مدل   کي  ]33[شن و همكاران   مبتني  نرم  رمزگذار    ونی رگرس  حسگر 

متغ وزن  β  ریخودکار  براVAER-β-SW)  5ي خود  و   ی(    نظارت 

حالتهشرايط  با    يصنعت  یندهايفرآ  ی ریگاندازه  دادند  چند  مدل    توسعه 

سازی گرديد و مقايسه بر روی واحد صنعتي تنسي ايستمن پیاده   یشنهادیپ

 داد. نشان   هانسبت به ساير روش آن را یو برتر ياثربخشنتايج 

همانطور که از ارزيابي مطالعات پیشین بر روی فرآيند تنسي ايستمن  

در سال است،  تكنیک مشخص  اخیر  منظور طراحي  های  به  متعددی  های 

فرآيند  حسگر نرم داده محور با هدف پیش بیني بر خط و نظارت بر اين 

اارائه شده است.   ارائه  ،  يصنعت  ده یچ یپ  یندهايآفرچنین    ی حال، برا  ن يبا 

هايي روش شناسايي  با توجه به قابلیت  است.   ینوآورانه ضرور  ی ها  ک یتكن

سازی وابسته به متغیر حالت، انتخاب اين روش شناسايي برای تخمین  و مدل 

تواند  کیفیت اجزاء در فرآيندهای که رفتاری پیچیده و نامشخص دارند، مي

حسگر توسعه  و  طراحي  به  متغیرهای  منجر  بكارگیری  با  محور  نرم  های 

 
1 Multiclass support matrix machine 
2 Bagging-SMOTE technique 
3 Semi-supervised ensemble support vector regression 

قابلیت پیش و  محدودتر  مطلوبورودی  اين  بیني  از  لذا، هدف  تر گردد. 

رويكرد   از  استفاده  به    LIVپژوهش،  محور  داده  نرم  حسگر  طراحي  در 

بیني متغیرهای کیفیت در فرآيند تنسي ايستمن است. به موازات  منظور پیش

طراحي مدل حسگر، شناسايي متغیرهای تأثیرگذار بر متغیرهای نهايي انجام  

گرفته تا مدلي با ساختار ساده و خطي ارائه گردد که از لحاظ مدت زمان 

زمان   شده،  ارائه  های  مدل  ساير  با  مقايسه  در  مدل  پردازش  و  محاسبات 

 سبات و خطای پیش بیني کمتری داشته باشد.  محا

 LIV یهامدل ییروش شناسا یتئور -2

  ک ي ،يخطریغ ستم یس کي ی برا مبتني بر داده  یسازمدل  د یفرض کن 

رابطه زير مانند  ،tي را در هر نمونه زمان با پارامترهای وابسته به حالتمدل 

 .  ]18و13[دهد  پیشنهاد مي

( )

, ,
1

, , ,1, , 2, ,

,

, , ,
i

n

t i t i t t
i

i t i ns i ti t i t

y a z e
t

a a x x x

=







=  +


=

  (1) 

که در آن  
ty   ،خروجي مدلn   ،تعداد پارامترها/رگرسورها

tiz ,
رگرسور   

i ام و( )ia  پارامتر وابسته به حالتi ام است که تابعي از
ins های حالت

 ( متناظر 
itij nsjx ,,2,1,,, =فرض مي( مي شود  باشد. زماني که 

tia ,
  

نیست،   حالتي  متغیر  هیچ  تابع  و  باشد  بود.    ins=0ثابت  خواهد 

( )20,te N=     متوسط صفر، توزيع گاوسي و با  ناشناخته سفید  خطای 

با    یاچندجمله  یسازمدل   م یمفاه  LIV  تكنیک  در  است.  2واريانس

سودمند  مف متغیر  گرفتههوم  قرار  استفاده  تخمین  روش    کي  تااند  مورد 

  . بدست دهد  را تخمین بزند،ها  آنکه به طور همزمان    یرا به طور  پارامترها

  یها حالتنسبت به  پارامتر وابسته به حالت اگر فرض شود که عملكرد هر 

م  متناظر جملهيآن  چند  توسط  فضا   يمحل  ی اتواند  حالت    ریمتغ  یدر 

محلي  شود  فيتعر تخمین  نتیجه  در  جمله  نيا  یپارامترها،  با  یا چند  ها 

پذير خواهد بود. با اين فرض،  امكان  متغیر سودمندروش    بكارگیری
tia ,

  

 . ]18و13[تواند به صورت زير تعريف گردد مي

nia tititi ,,2,1,,, == AS (2) 

که در آن  
ti,A  ی توصیف  اچند جمله  ي ثابت محل  ی بردار پارامترها

کننده  
tia ,

است و   
ti ,S ( بیان مي3توسط رابطه ).شود 

 

0

,,2,1,0,1

,,2,1,

,0

,,

2

,,,,,,

,,,,2,,1,,0,

,

=

==

==

i

i

q

tijtijtijtij

tinstitititi

q

nsjxxx

ni

ij

i





S

SSSSS
 

(3)  

ضرب  نماد   نماد  و    6کرونكر ی  تانسور،  ijqاست  چند    , درجه 

tiaای توصیف کننده  جمله tijxبا توجه به    , پارامترها در    ,, است. تعداد 

ti,A آيد. توسط رابطه زير بدست مي 

( )
=

+=
ins

j

iji qp
0

,1
 (4) 

4 Online-dynamic-clustering-based soft sensor 
5 Self-weighted β variational autoencoder regression 
6 Kronecker tensor product  
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عضوهای   تمامي 
ti,A  حالت به  وابسته  های  توابع 

itij nsjx ,,2,1,,, =  ( مدل  2هستند. با جايگزين نمودن از رابطه ،)

 شود.( به فرم برداری زير تبديل مي1ارائه شده در رابطه )

tttt ey += Az  (5)  

آن   در  که 
tA  چندجمله پارامترهای  توصیف  ایبردار  محلي  های 

و    پارامترهای وابسته به حالت کننده  
tz    بردار جديد رگرسورها در نمونه

 . ]18و13[شود است که به صورت زير تعريف مي tزماني 

1, 1, 2, 2, , ,t t t t t n t n tz z z =  z S S S  (6) 

تعريف   با 
1 2 3 1 2

T
T T T

p
   = =   Z z z z Z Z Z آن در  که   ،

1

n

i

i

p p
=

=  ی تعداد رگرسورها در کننده بیان
tz    يا به صورت معادل برابر

  مدل در   یتعداد تمام پارامترها
tA    است. اگر 1 2 3

T
y y y=y  

تواند به  ام ميk( در نمونه  5در رابطه )  IVباشد، سپس راه حل تخمین  

 شكل زير نوشته شود. 

( ) yUZUA
T

k

T

kk

1ˆ −
=  (الف-7) 

( ) ( )( ) 112ˆ
−−

= k

T

k

T

k

T

kkk UZUUZUP   ب(-7) 

( )kk AZy ˆvarˆ 2 −=  ج(-7) 

kP    ،پارامتر وابسته به حالت است ماتريس کوواريانس تخمین 
kÂ 

ام و  kدر نمونه  
kU  ( تعريف شده است،  8همانطور که در رابطه )  نقش

محلي    که اصطلاحاً متغیر سودمند  کند يم  فايارا  در آن نمونه    IV  سيماتر

(LIVنامیده مي ) .شود 

1, 2, ,k k k p k
=   U U U U  (8) 

km,U    متغیر سودمند محلي متناظر با
mZ    برای هرpm ,,2,1 =  

متغیر   ايده است.  متغیر  آل  سودمند  پارامتر،  تخمین  برای  شده  انتخاب 

به    نيا.  باشديدر ارتباط نممتناظر  ریغ  یاست که با رگرسورها  سودمندی

ZU  خارج از قطر  هایدرايه  است که  لیدل  نيا
T

k
توسط    

kU  برابر صفر  

ZUدر نتیجه  و    شودقرار داده مي
T

k
قطری خواهد بود و اين    س يماتر  کي  

به حالت هر    گردد که تخمینسبب مي تأثیر تخمین    پارامتر وابسته  تحت 

  یدر فضاها  پارامترهاهمزمان  گیرد. بنابراين تخمین  قرار نمي  پارامترها  ريسا

خودشان  حالت  ن  متغیر  امكانبه    از یبدون  متناسب  با  است.  پذير  برگشت 

رابطه  در    زده شده   نیتخم   پارامترهایشده،    شنهادیپ  LIV  سياستفاده از ماتر

 . ]18و13[به سادگي زير فرمول بندی گردد تواند يپس از آن م (7)

yUA T

kk =
ˆ  (الف-9) 

 
1 Kernel Density Function 
2 Hyper parameter 
3 Maximum Likelihood 
4 Cross-Validation 
5 UniForm function 

( )k

T

kkk UUP
2̂=  ب(-9) 

ماتريس وزني محلي،  
km,W  برای برخورد با برخي الزامات در مدل ،

کل يم طور  به  ي  فيتعر  يتواند  ماتر  فيتعر  کشود.  از    نيوز  سيساده 

  قطری باشد  سيماتر  کيتواند  يم  پارامتر وابسته به حالت   تخمیندر    يمحل

امین پارامتر وابسته به  iتابع کرنل متناظر با    ريآن مقاد  ی قطر  های درايهکه  

ام است. به عنوان نمونه  kحالت در نمونه 
km,W    به صورت زير تعريف

 شود.مي
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(9) 

 

( )K   و    1تابع چگالي کرنل
ij ,    پهنای باند متناظر با

tijx ,,
است که   

پارامتر اَبر  عنوان  مي  2به  مدل   یپهنا  ار یمع  شود.شناخته  در     LIVیهاباند 

  زانیهر چه م  کهی. به طوردينمايعمل م  تیاسحس  ز یشاخص آنال  کي  نظیر

کند، کرنل   لی م تينهايبه سمت ب گريبه عبارت د ايباشد  شتریباند ب یپهنا

که نشان    دهد يکنار هم م  ی هابه داده   يكسانيوزن    باًيو تقر  شوديهموارتر م

  ن ي. در اشوديها قائل نمداده  نی ب یادياست که کرنل، تفاوت ز نيدهنده ا

  يي نوسان در شناسا  زانیو م  ديآيم  نيیپا  ت یشده و عدم قطع  اديز  طاحالت خ

باند کمتر، به نقطه اوج کرنل وزن    ی. در مقابل پهناگردديپارامتر کمتر م

که سبب بالا رفتن عدم    د نماييم   نهیداده و خطا در آن نقطه را کم   یشتریب

اگردديم  تی قطع در  م  ني.  شناسا  زانیحالت  در  ب  يينوسان    شتریپارامتر 

هم   شود،يم م  نیبه  تع  یپهنا  نهیبه  ري مقاد  ستيبايجهت  . گردد  نیی باند 

( و ML)   3سازی بیشینه احتمالسازی پهنای باندها به دو روش بهینهبهینه

ها  قابل انجام است. تابع چگالي کرنل براساس نوع داده   4متقابل   ياعتبار سنج 

(، UF)  5تابع يكنواخت تواند به شش فرم  و نحوه تغییرات متغیر حالت مي

 8گانه سه-يتابع وزن(،  BW)  7دوگانه-وزنيتابع  (،  EP)  6كوف یتابع اپانچن

(TWتابع مكعبي ،)- 9سه گانه (TCو تابع گاوسي نرمال )10 (NG  در نظر )

گرفته شود.  با جايگزين کردن  
kÂ  ( تخمین  2تخمین زده شده در رابطه ،)

نمونه پارامتر   در  آن  کوواريانس  ميkو  حاصل  زير  صورت  به  گردد ام 

 .  ]18و13[
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kâ و
kS ( بیان مي13( و )12به صورت روابط )0هاشوند که در آن

 ، بردار صفر است.

 

6 Epanechnikov function 
7 Bi-Weight function 
8 Tri-Weight function 
9 Tri-Cube function 
10 Normal Gaussian function 
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(1211 ) 

(13) 

 ستمن ی ا یتنس  ندی شرح فرآ -3

( نشان داده شده است، فرآيند تنسي ايستمن  1همانطور که در شكل )

واحد   پنج  اصلي رآکتور شامل  محصول، جداکننده    2، چگالنده1عملیاتي 

باشد. در  محصول مي  5سازجريان برگشتي و عريان  4، کمپرسور 3مايع/ بخار 

در حالت    Bو ماده بي اثر    A  ،C  ،D  ،E  دهنده اين فرآيند مواد واکنش

به عنوان خوراک وارد راکتور مي  به    Hو    G  شوند و محصولاتگازی 

مي تشكیل  خروجي  مسیر  در  مايع  ماده  صورت  صورت    Fشود.  به  نیز 

شود. روابط شیمیايي حاکم  ها در فرآيند تولید ميمحصول جانبي واکنش

 ها در ادامه بیان شدند. بر واکنش

A( ) C( ) D( ) G( )+ + →g g g liq  (الف-14) محصول اول،  

A( ) C( ) E( ) H( )+ + →g g g liq  ب(-14) محصول دوم، 

A( ) E( ) F( )+ →g g liq  ج( -14) محصول جانبي، 

3D( ) 2F( )→g liq  د(-14) محصول جانبي، 

 
 [35. نمودار جريان فرآيند تنسي ايستمن ]1شكل 

 

چنین  ی آرنیوس تابعي از دما است. همها براساس رابطهنرخ واکنش 

برگشتواکنش ميها  گرمازا  و  محصول  باشند.  ناپذير  تولید    Gواکنش 

بوده و در    Hدارای انرژی فعالیت بیشتری نسبت به واکنش تولید محصول  

خوراک فرآيند به صورت گاز و کاتالیست  .  نتیجه به دما حساس تر است

مورد استفاده قابل حل در فاز مايع و غیر فرار است. محصول بصورت فاز  

گاز رآکتور را ترک کرده و پس از عبور از چگالنده و جداکننده مايع/  

اولیه مواد  از  مايع  فاز  صورت  به  محصولات  به  بخار،  که  نشده  تبديل  ی 

شوند. جريان گازی مواد اولیه تبديل نشده  صورت فاز گاز هستند، جدا مي

مي عبور  برگشتي  جريان  کمپرسور  از  رآکتور  به  ورود  از  کند. قبل 

شوند و مواد مورد نظر  ساز محصول خورانده ميمحصولات به برج عريان

 
1 Reactor 
2 Condenser 
3 Vapor/liquid separator 
4 Compressor 

G    وH  چنین  شوند، همکه محصولات فرآيند هستند از پايین برج گرفته مي

شوند.  فرستاده مي  6از بالای برج به صورت بخار برای زدايش  Bو    Fمواد  

  12های فرآيند و  يا خروجي  7گیریمتغیر قابل اندازه   41اين فرآيند دارای  

تنظیم  قابل  )  8متغیر  جدول  در  تنظیم  قابل  متغیرهای  مشخصات  (  1است. 

 آورده شده است.  

بین    19 اندازه   41از  قابل  صورت   22گیری،  متغیر  به  که    متغیر 

XMEAS(1)    تاXMEAS(22)   گیر  معرفي شدند، متغیرهای آسان اندازه

شوند. در  دقیقه يک بار نمونه برداری مي  03/0هستند و در شبیه سازی هر  

( توصیف اين متغیرها آورده شده است. متغیر ديگر که به صورت  2جدول )

XMEAS(23)  تاXMEAS(41)     دشوار متغیرهای  شدند،  داده  نشان 

5 Stripper 
6 Purge 
7 Measurement Variable 
8 Manipulated Variable 
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گیر فرآيند هستند، که توسط آنالیز کروماتوگرافي بر روی خطوط  اندازه 

 آيند.  بدست مي 11و  9، 6جريان 
 [ 21. متغیرهای قابل تنظیم ]1جدول 

 توصیف متغیر  متغیر 

XMV(1)  جريان خوراکD  (2)خط جريان 

XMV(2) جريان خوراک E (3)خط جريان 

XMV(3)  جريان خوراکA (1)خط جريان 

XMV(4)  جريان خوراکA   وC (4)خط جريان 

XMV(5)  شیر کمپرسور برگشتي 

XMV(6) شیر زدايش 

XMV(7) ( 10جريان مايع جداساز )خط جريان 

XMV(8) (11ساز )خط جريان جريان محصول مايع عريان 

XMV(9) ساز شیر بخار عريان 

XMV(10)  جريان آب خنک کننده رآکتور 

XMV(11)  جريان آب خنک کننده کمپرسور 

XMV(12)  سرعت همزن 

 

 [ 24گیر ]. متغیرهای آسان اندازه2جدول 

 متغیر  توصیف واحد  متغیر 

XMEAS(1) kscmh  خوراکA  ( 1)خط جريان 

XMEAS(2) 1-kg h  خوراکD  ( 2)خط جريان 

XMEAS(3) 1-kg h  خوراکE  (3)خط جريان 

XMEAS(4) kscmh  خوراکA  وC  (4)خط جريان 

XMEAS(5) kscmh  (8جربان برگشتي )خط جريان 

XMEAS(6) kscmh  (6نرخ خوراک راکتور )خط جريان 

XMEAS(7) kPa  فشار راکتور 

XMEAS(8) %  سطح راکتور 

XMEAS(9) C  دمای راکتور 

XMEAS(10) kscmh  (9)خط جريان نرخ زدايش 

XMEAS(11) C دمای جداساز محصول 

XMEAS(12) % سطح جداساز محصول 

XMEAS(13) kPa  فشار جداساز محصول 

XMEAS(14) 1-h3 m (10جريان خط ) جريان پايین جداساز محصول 

XMEAS(15) % ساز سطح عريان 

XMEAS(16) kPa ساز نفشار عريا 

XMEAS(17) 1-h3 m ( 11ساز )خط جريان جريان پايین عريان 

XMEAS(18) C ساز دمای عريان 

XMEAS(19) 1-kg h ساز جريان بخار عريان 

XMEAS(20) kW  کار کمپرسور 

XMEAS(21) C  دمای خروجي آب خنک کننده کمپرسور 

XMEAS(22) C دمای خروجي آب خنک کننده جداساز 

 

 
1 Benchmark dataset 

آيند دارای تأخیر زماني  بدست مي  9و  6مقاديری که از خطوط جريان  

گیری  متغیرهای اندازه که  ای هستند در حاليدقیقه  6و زمان نمونه برداری  

دقیقه هستند. در    15برداری دارای تأخیر زمان نمونه  11شده از خط جريان  

 گیر آورده شده است.  توصیف متغیرهای دشوار اندازه  3جدول  

در خط جريان    A) غلظت جزء    XMEAS(29)در اين پژوهش متغیر  

( به عنوان  11در خط جريان    E)غلظت جزء    XMEAS(38)( و متغیر  9

های برای  گیر به عنوان ورودیمتغیر آسان اندازه   22متغیرهای خروجي و  

 .[ 21]توسعه حسگر نرم در نظر گرفته شدند 
 

 [ 24گیر ]. متغیرهای دشوار اندازه3جدول 
 نام ماده مربوطه  واحد  متغیر  خط جريان

6 XMEAS(23) %mol A 

6 XMEAS(24) %mol B 

6 XMEAS(25) %mol C 

6 XMEAS(26) %mol D 

6 XMEAS(27) %mol E 

6 XMEAS(28) %mol F 

9 XMEAS(29) %mol A 

9 XMEAS(30) %mol B 

9 XMEAS(31) %mol C 

9 XMEAS(32) %mol D 

9 XMEAS(33) %mol E 

9 XMEAS(34) %mol F 

9 XMEAS(35) %mol G 

9 XMEAS(36) %mol H 

11 XMEAS(37) %mol D 

11 XMEAS(38) %mol E 

11 XMEAS(39) %mol F 

11 XMEAS(40) %mol G 

11 XMEAS(41) %mol H 

 

 حسگر نرم داده محور یمراحل طراح -4

 های فرآيند انتخاب داده  -1-4
های مورد نیاز برای طراحي حسگر نرم در مرحله اول مي بايست داده 

ارائه شده    1داده محور فراهم گردد. در اين پژوهش از مجموعه داده معیار 

[ برای فرآيند تنسي ايستمن استفاده شده است.  36توسط راسل و همكاران ]

ها در شرايط عملیاتي نرمال فرآيند جمع آوری شده اند و شامل  اين داده 

  500نمونه است. اين مجموعه داده به دو بخش؛ بخش اول حاوی    1460

آزمون  های  نمونه داده  960های آموزش مدل و بخش دوم حاوی  نمونه داده

 تقسیم شده است.
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 انتخاب متغیرها  -2-4
ه اين معني  ب  واحد یهاداده   گاهيدر پا رها یمتغ ي در دسترس بودن تمام

و   قی دق  انتخاب لذا  گذار هستند.تأثیر   خروجي ریها بر متغکه همه آن نیست

متغ بهبود    یورود  یرهایمناسب  را  حسگر  عملكرد  نرم  حسگر  مدل 

برازش  بیش  جاديا  سبب   تواندمي  یورود  ی رهایمتغ بعلاوه تعدد    .بخشديم

  جه،یمدل شود. در نت   ينیبشیپ  عملكرد  صحت  و کاهشهای آموزش  داده 

  داده محور   نرم  حسگر  یدر توسعه  اساسي  ی هامگا از    ي كي  هاریانتخاب متغ

مستق به طور  و  پ  میاست  دقت  دارد  حسگر  ين یبشی با    .   ]38و37[  ارتباط 

که به عنوان روش پايه طراحي حسگر نرم در اين    LIVسازی  مدل روش  

پژوهش مورد استفاده قرار گرفته است، در مرحله آموزش داده علاوه بر  

بدست آوردن مدل حسگر، به طور همزمان قادر به شناسايي متغیرهای تأثیر  

 باشد. گذار بر روی متغیر کیفیت خروجي مي

 

 شناسايي مدل و تخمین پارامترهای مدل  -3-4
های آموزش است.  داده مدل براساس    طراحي  فرآيند  ،مدل   ييشناسا

  است.  های آنپارامتر  یسازنهیمرحله شامل انتخاب ساختار مدل و به  نيا

روش  مراحل   مبنای  بر  نرم  حسگر  مدل  نحوه   LIVآموزش  تعیین  و  ی 

  (2شكل )  در  دياگرام شماتیکبا استفاده از  ساختار و متغیرهای موثر آن  

.  نشان داده شده است

 
 مؤثر یرهایمتغ تعیین و LIV روش نرم براساس مدل حسگر آموزش   ک یشمات اگرام يد. 2شكل 

 

در اين پژوهش برای انتخاب بهترين مدل از بین ساختارهای بدست  

( AIC) 2( و معیار اطلاعاتي آکائیک BIC) 1آمده از معیار اطلاعاتي بیزين

 لگاريتم بیشینه احتمالات استفاده شده است. براساس تابع 

 

 معیار اطلاعاتي بیزين  -1-3-4
( معیاری برای انتخاب مدل از بین تعداد  BICمعیار اطلاعاتي بیزين )

کمتری باشد، ترجیح    BICمتناهي مدل است. در اين روش مدلي که دارای  

شود. در حین برازش  تعیین مي  3شود. اين معیار براساس تابع احتمالداده مي

 
1 Bayesian Information Criterion 
2 Akaike Information Criterion 

توان تابع احتمال را با اضافه کردن پارامترهايي افزايش داد اما ها، ميمدل 

دهد که مدل  شود. بیش برازش زماني رخ مياين کار باعث بیش برازش مي

توصیف   را  تصادفي  خطاهای  يا  و  نويزها  اصلي،  کمیت  بجای  آماری 

شود.  برطرف مي  4اين مشكل توسط يک جمله جريمه   BICکند. در  مي

 [. 39شود ]( تعريف مي15معیار اطلاعاتي بیزين به صورت رابطه )

ˆBIC 2ln( ) .ln( )= − +L k n  (1512 ) 

3 Likelihood Function 
4 Penalty Term 
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پارامترهای مدل و    kتعداد مشاهدات،    nدر اين رابطه     L̂تعداد 

مدل است. اين روش دارای معايبي نیز است از    احتمال مقدار تابع بیشینه  

 nها اندازه نمونه هايي که در آنازای نمونهکه رابطه فوق فقط بهجمله اين

 [. 40است، معتبر است ] kبسیار بزرگتر از تعداد پارامترهای 

 

 معیار اطلاعاتي آکائیک -2-3-4
( اندازه AICمعیار اطلاعاتي آکائیک  از کیفیت نسبي مدل (  های  ای 

ها برای  آماری برای يک مجموعه داده است. با وجود يک سری از مدل 

کند. در  ها برآورد ميکیفیت هر مدل را نسبت به ديگر مدل  AICها  داده 

اطلاعات   دست  AICتئوری  از  اطلاعات  از  نسبي  اثر  برآوردی  در  رفته 

داده  فرآيند  برای  موجود  مدل  يک  از  مياستفاده  پیشنهاد  برای  ها،  کند. 

انجام اين کار از مقايسه بین خوبي برازش مدل و پیچیدگي مدل استفاده  

معیاری برای کیفیت مطلق مدل ندارد، به    AICشود. نكته اينجاست که  مي

  AICشده باشند،    طور ضعیفي برازش داده ها بهطور مثال اگر تمامي مدل 

( محاسبه  16طبق رابطه )  AICتواند هشداری در اين زمینه بدهد. مقدار  نمي

 [. 42و 41شود ]مي

ˆAIC 2 2ln( )= −k L  (1613 ) 

مقدار تابع بیشینه احتمال    L̂تعداد پارامترهای مدل و    kدر اينجا نیز 

با وجود تعدادی مدل پیشنهادی، مدلي ارجح است که کمترين    مدل است. 

 را داراست. AICمقدار 

 

 اعتبار سنجي مدل  -4-4
آن   عملكرد  بررسي  و  شده  شناسايي  مدل  اعتبارسنجي  منظور  به 

معیارهای آماری متعددی مورد استفاده قرار گرفت است که در ادامه به  

]آن است  شده  اشاره  معیار متداول  -1رسون یپ  ي همبستگ[.  43ها    ترين 

مشاهده شده و    ريمقاد  ن یب  يکه همبستگ  -در آمار  يهمبستگ  گیری اندازه 

 شود: رابطه زير بیان مي  کند و توسط يم يابيشده را ارز  ينیبشیپ

 

ˆ ˆ( )( )
1

2 2ˆ ˆ( ) ( )
1 1

N y y y y
i i iR

N Ny y y y
i ii i

− − =
=

− − = =

 (1714 ) 

 

ی جذر میانگین  ریگاندازه تواند با يمهمچنین  مدل ي کم ي اعتبارسنج

خطا  ب(  RMSE)  2مربع  فاصله  مربع  متوسط  مقدار    ن یکه  و  واقعي  مقدار 

 . ، تعیین گرددکنديم  یریگاندازه ي شده توسط مدل را نیبشیپ

  

( )
2

1

RMSE ˆ /
N

i i

i

y y N
=

= −  (1815 ) 

 
1 Pearson correlation 
2 Root mean squares error 
3 Mean absolute error 

 

کمي،  شاخصاز    گريد  يكي   ( MAE)  3مطلق   یخطا  نیانگیمهای 

 است.

(19) 1
ˆ

MAE

N

i ii
y y

N

=
−

=
 

 

  ر یمتغ  انسينسبت وارشود،  نمايش داده مي  2Rکه با    ،4ن ییتع  بيضر

  2R  کند.بیان ميمستقل    )های(ریاز متغ   ي است را نیب شیوابسته که قابل پ
بیني شده و واقعي با يكديگر  پیشنقاط داده  به چه میزان  دهد که  ينشان م

2)  5تعديل شده  نییتع   بيضر  سازگار هستند.

adj
R با را  مقادير  ( سازگاری 

 . دهدنشان مي مدل های موجود در ترم  تعداددرنظرگرفتن 

 

(20) 
2

2 1

2

1

ˆ( )
1

( )

N

i ii

N

ii

y y
R

y y

=

=

−
= −

−




 

(21) ( )( )2

2
1 1

1
( 1)

adj

R N
R

N k

− −
= −

− −

 
 
 

 

 

موجود در   مستقل  متغیرهایتعداد    k،  هاداده   تعدادNها،  که در آن

مدل و  
i

y  ،ˆ
i

y  ،y    وŷ   بیني شده،  به ترتیب مقدار واقعي، مقدار پیش

 است.  ŷو میانگین مقادير  yمیانگین مقادير 

 

 نتایج و بحث  -5
ابتدا   های مدل حسگر  گیر به عنوان ورودیمتغیر آسان اندازه   22در 

غیر    متغیرهای حذف    یبرايک روش ترکیبي  و    نرم در نظر گرفته شدند 

رو و معیار پهنای باند بهینه  پسروش حذف    ضروری از مدل با استفاده از

پیشنهاد گرديد. در اينجا برای تعیین مقادير بهینه پهنای باند   LIVهای مدل 

چنین نوع  ( استفاده شده است، همMLسازی بیشینه احتمال )از روش بهینه

 ها از نوع تابع گاوسي نرمال فرض شده است.  برای بررسي داده تابع کرنل 

( مشخص است، بعد از  2همانطور که از دياگرام ارائه شده در شكل )

و   رگرسورها  ديگر  عبارت  به  يا  مدل  ساختار  بايد  متغیرها،  کل  تعیین 

به صورت چند    LIVهای  که مدل متغیرهای حالت تعیین شوند. از آنجايي

ورودی و تک خروجي هستند، در اينجا نیز شناسايي مدل حسگر نرم برای  

بر    LIVهر متغیر کیفیت به صورت جداگانه انجام شده است. ساختار مدل  

( در  1( مطابق رابطه )E)غلظت جزء    2y( و  A)غلظت جزء  1y  هر خروجي

های انتخاب شده که همان  نظر گرفته شده است. در اينجا تمامي ورودی

باشند، به عنوان متغیرهای حالت در  اندازه گیر فرآيند ميمتغیر آسان    22

است.   شده  فرض  يک  مدل  رگرسور  و  شده  گرفته  نظر  در  پارامتر  يک 

 شود: مي انیب  ريز به شكل فرآيند تیفیک متغیر هر  ی برا( 1بنابراين رابطه )

 

4 Coefficient of determination 
5 Adjusted coefficient of determination 
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(22)  1, 1, 1 2 3 22X ,X ,X ,...,X 1=  +t t ty a e 

(23)  2, 2, 1 2 3 22X ,X ,X ,...,X 1=  +t t ty a e 

 

شناسايي مدل برای هر کدام از متغیرهای خروجي به صورت جداگانه  

انجام گرفت. در هر مرحله    2و بر طبق مراحل بیان شده در الگوريتم شكل 

پهنای باند ) 
,j iبیشینه  سازی  ( متناظر با هر متغیر حالت توسط روش بهینه

تعیین گرديد. سپس متغیرهای حالتي که مقدار پهنای باند بدست  احتمال  

ها عدد بسیار بزرگي است يا در مقايسه با مقیاس ساير متغیرهای  آن  آمده 

متغیرهای حالت حذف گرديد و دوباره   از مجموعه  باشد،  حالت بزرگ 

حالت متغیرهای  مجموعه  مبنای  بر  درجه    مدل  شد.  داده  آموزش  جديد 

ای محلي برای هر متغیر حالت صفر در نظر گرفته شده است يا به  چندجمله

فرض   ثابت  محلي  صورت  به  حالت  متغیر  تغییرات  نحوه  ديگر  عبارت 

نهاشود.  مي پس  ت،يدر  حذف  روش  تكرار  مرحله  چندين  از    رو،پس 

بهتر  ساختار با  اجزاء  یبرا  یعملكردهای  شاخص  نيمدل    هر دو کیفیت 

 آيد.بدست مي

بر طبق الگوريتم شكل    Aبیني غلظت جزء  برای پیش  LIVهای  مدل 

رو ساخته شدند که نتايج  با استفاده از روش سعي و خطا و حذف پس  2

از مدل پیش با شاخص  بیني حاصل  داده شده در هر مرحله  های آموزش 

در هر   آورده شده است.  4در جدول  BICو  AICعملكردی و معیارهای 

به شاخص  با توجه  نتايج پیشمرحله  از  بدست آمده  بیني  های عملكردی 

شود که متغیر حذف شده تأثیر قابل توجهي بر میزان دقت  مدل مشخص مي

مدل دارد يا خیر. در صورتي که دقت مدل با حذف متغیر انتخاب شده به  

 شدت کاهش يابد، وجود آن متغیر در ساختار مدل الزامي است. 

 

 
 

 Aبیني غلظت جزء های آموزش برای پیشهای ارائه شده بر روی دادههای عملكردی مدلشاخص. 4جدول 

BIC AIC )L̂ln( RMSE 2R 
تعداد  

 متغیرها  
 شماره متغیرهای حالت انتخاب شده

3/140 58/47 79/1 - 10-10×6/2 1 22 X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11,X12,X13,X14,X15,X16,X17,X18, X19,X20,  X21,X22 
1 

9/102 46/35 7329/1 - 0043/0 1 16 X1,X2,X4,,X6,X7,X8,X9,X10,X11,X12,X13,X14,X17,X19,X20,X21 
2 

25/84 46/29 7322/1 - 0264/0 1 13 X1,X2,X6,X7,X9,X10,X11,X12,X13,X14,X17,X20,X21 3 

06/78 48/27 7430/1 - 0170/0 1 12 X1,X2,X6,X7,X9,X10,X11,X12,X13,X14,X17,X20 4 

03/65 89/22 4464/1 - 1292/0 9999/0 10 X1,X2,X6,X7,X9,X10,X11,X12,X17,X20 5 

82/58 89/20 4474/1 - 1002/0 1 9 X1,X2, X6,X7,X9, X11,X12,X17,X20 6 

48/52 77/18 38/1 - 1270/0 1 8 X1,X2,X7,X9, X11,X12,X17,X20 7 

41/46 9/16 45/1 - 1076/0 1 7 X1,X2,X7, X11,X12,X17,X20 8 

94/33 87/12 4376/1 - 1282/0 9994/0 5 X1,X2,X7,X11,X20 9 

73/27 87/10 4377/1 - 1279/0 9993/0 4 X1,X7,X11 ,X20 10 

43/21 79/8 3990/1 - 1575/0 8286/0 3 X1,X7,X20 11 

 

 

  AICهای بدست آمده با توجه به شاخصدر اين حالت، بهترين مدل  

است که با رنگ خاکستری    4جدول    11، مدل ارائه شده در رديف  BICو  

(،  1X)  1در خط جريان    Aمتمايز شده است. در اين حالت نرخ خوراک  

( رآکتور  ) 7Xفشار  کمپرسور  کار  و   )20X  تأثیرگذارترين عنوان  به   )

 در ساختار مدل باقي ماندند.  Aبیني غلظت جزء  متغیرهای حالت برای پیش

پس حذف  و  خطا  و  سعي  روش  از  استفاده  با  ادامه  مدل در  های  رو 

LIV  پیش جزء  برای  غلظت  پیش  Eبیني  نتايج  شدند.  ساخته  بیني  نیز 

  BICو    AICعملكردی و معیارهای    های ارائه شده با محاسبه شاخصمدل 

که با رنگ    19آورده شده است. در اين حالت مدل رديف    5در جدول  

  AICترين مقدار  خاکستری متمايز شده است، با توجه به اينكه دارای پايین

در اين حالت   شود.ترين مدل انتخاب مياست، به عنوان مطلوب  BICو  

خوراک   جريان    Aنرخ  خط  عريان1X)  1در  فشار   ،)( کار  16Xساز  و   )

بیني غلظت جزء  ( به عنوان تأثیرگذارترين متغیرها در پیش 20Xکمپرسور )

E   .ماندند باقي  مدل  ساختار  مدل   در  برای  مشخصات  شده  انتخاب  های 

   آورده شده است. 6حسگر نرم، با پهنای باند بهینه نهايي در جدول 

بین   از  است  مشخص  که  اندازه   22همانطور  آسان  به  متغیر  که  گیر 

متغیر آسان    3های اولیه مدل حسگر نرم انتخاب شدند، تنها  عنوان ورودی 

بر مبنای تكنیک    Eو غلظت جزء    Aغلظت جزء  بیني  گیر برای پیشاندازه 

LIV   .کافي است 
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 Eبیني غلظت جزء های آموزش برای پیشهای ارائه شده بر روی دادههای عملكردی مدل. شاخص5جدول 

BIC AIC )L̂ln( RMSE 2R 
 تعداد

 متغیرها  
 شماره متغیرهای حالت انتخاب شده

57/146 84/53 9244/4 - 10-10×1/1 1 22 X1,X2,X3,X4,X5,X6,X7,X8,X9,X10, X11,X12,X13,X14,X15,X16,X17, X18,X19,X20,  X21,X22 
1 

90/133 61/49 8088/4 - 0017/0 1 20 X1,X2,,X4,X5,X6,X7,X8,X9,X10,X11,X12,X13,X14,X15,X16,X17, X18,X19,X20, X21 
2 

32/127 24/47 6239/4 - 0034/0 1 19 X1,X2,X4,X5,X6,X8,X9,X10,X11, X12 ,X13,X14,X15,X16,X17,X18,X19 ,X20, X21 3 

12/121 25/45 6293/4 - 0028/0 1 18 X1,X2,X4,X5,X6,X8,X9,X10,X11,X12 ,X14,X15,X16,X17,X18,X19 ,X20,X21 4 

34/115 69/43 8495/4 - 002/0 1 17 X1,X2,X4,X6,X8,X9,X10,X11,X12,X14,X15,X16,X17,X18,X19 ,X20,X21 5 

87/108 44/41 7225/4 - 4-10×94/2 1 16 X1,X2,X4,X6,X8,X9,X10,X11,X12,X14,X15,X16,X17,X18 ,X20,X21 6 

57/102 35/39 6778/4 - 003/0 9994/0 15 X1,X4,X6,X8,X9,X10,X11,X12,X14,X15,X16,X17,X18 ,X20,X21 7 

22/96 22/37 6102/4 - 0038/0 9743/0 14 X1,X4,X6,X8,X9,X11,X12,X14,X15, X16,X17,X18 ,X20,X21 8 

20/90 41/35 7073/4 - 5-10×48/7 1 13 X1,X4,X6,X8,X9,X11,X12,X14,X15,X16,X17,X18 ,X20 9 

97/83 40/33 7015/4 - 0014/0 8902/0 12 X1,X4,X6,,X9,X11,X12,X14,X15,X16, X17,X18 ,X20 10 

85/77 49/31 7484/4 - 4-10×08/5 9953/0 11 X1,X4,X6,,X9,X11,X14,X15,X16,X17, X18 ,X20 11 

48/71 33/29 6677/4 - 0052/0 8250/0 10 X1,X4,X6,,X11,X14,X15,X16,X17,X18 ,X20 12 

37/65 44/27 7216/4 - 0011/0 9755/0 9 X1,X4,X6,,X11,X14,,X16,X17,X18 ,X20 13 

05/59 33/25 6680/4 - 005/0 8339/0 8 X1,X4,X6,,X11,X14,,X16,,X18 ,X20 14 

67/52 16/23 5846/4 - 0039/0 9106/0 7 X1,,X6,,X11,X14,,X16,,X18 ,X20 15 

65/46 36/21 6844/4 - 0043/0 8999/0 6 X1,,X6,,X11,X16,,X18 ,X20 16 

41/40 34/19 6710/4 - 0048/0 8570/0 5 X1,X11,X16,X18,X20 17 

19/34 33/17 6671/4 - 0049/0 8262/0 4 X1,X16,X18,X20 18 

34/27 70/14 4551/4 - 0050/0 8411/0 3 X1,X16,X20 19 

 
متناظر برای  باند  ی حالت انتخاب شده و پهنا. متغیرهای 6جدول 

 های بدست آمده مدل

 متغیرکیفیت
  انتخاب متغیرهای حالت

 شده 

پهنای باند بهینه متناظر با هر متغیر  

 حالت 

 Aغلظت 
20,X7, X1X 0082/0 0891/0 0783/0 

   Eغلظت 
16, X1X  20,X 0128/0 0525/0 0675/0 

 

شده    شنهادیپهای  مدل  یعملكرد  ی هاشاخصبه منظور بررسي کمي،  

2  ريمقاد  آمده است.  7در جدول  بر روی مجموعه داده آموزش  

adjR    بدست

برازشي  مدل بیشکه    دهنده اين استهستند که نشان    2R  ريمشابه مقادآمده  

داده  نداده و  بر روی  انجام  نیز در ساختار    ری غ  ی رهایمتغ ها  مدل  ضروری 

  شيافزا  صورت اختلاف بین اين دو شاخص   ن يدر ا  راياضافه نشده است، ز

شاخص  يم مبنای  بر  بعلاوه  پیش  MAEو    RMSEيافت.  دقت  بیني  نیز 

 شود. های حاصله اثبات ميمدل 

  3های آموزش در شكل  ها بر روی داده بیني آننتايج حاصل از پیش

با   است.  شده  مدل آورده  به  کلي  مينگاه  شده  داده  آموزش  توان  های 

  Eو غلظت جزء    Aبیني غلظت جزء  های منتخب برای پیشدريافت مدل

بر روی يک    مدل   ياعتبارسنجکنند. نتايج  ها را به خوبي دنبال ميرفتار داده 

نتايج    8های آموزش در جدول  مجموعه داده  آورده شده است. همچنین 

نشان داده شده است.   4های آموزش داده شده در شكل بیني اين مدل پیش

شود که  مشخص مي  8و    7در جدول    MAEو    RMSEاز مقايسه مقادير  

های آزمون  های حسگر نرم بر روی مجموعه داده بیني مدلعملكرد پیش

 افت ناچیزی پیدا کرده است. 

 

 آموزش مجموعه داده  بر روی  LIVهای مدل یعملكرد یهاشاخص. 7جدول 

 متغیر کیفیت خروجي
 های آموزش شاخص عملكردی داده

2R 2

adjR RMSE MAE 

جزء   خط    Aغلظت  در 

 9جريان 
8286/0 8275/0 1575/0 1119/0 

جزء   خط   Eغلظت  در 

 11جريان 
8411/0 8401/0 0050/0 0031/0 

 

به    11و    8،  4های رديف  کمي، نتايج عملكرد مدل   ه منظور مقايسهب

  960های آزمون )ساخته شدند، بر روی داده   Aبیني غلظت جزء  منظور پیش

 آورده است.  9داده( در جدول 
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بیني غلظت با استفاده از حسگر نرم بر روی  . نتايج پیش3شكل 

 E؛ ب( جزء  Aمجموعه داده آموزش: الف( جزء 
 

 LIVهای نرم مبتني بر های عملكردی حسگر . شاخص8جدول 

 آزمون مجموعه داده بر روی 

 متغیر کیفیت خروجي
 آزمون   شاخص عملكردی مجموعه داده

2R 2

adjR RMSE MAE 

 2515/0 3191/0 1 1 9در خط جريان  Aغلظت جزء 

 0136/0 0174/0 9737/0 9739/0 11در خط جريان  Eغلظت جزء 

 

مدل عملكردی  نتايج  داده مقايسه  بر  آمده  بدست  آزمون  های  های 

باشد.  به عنوان پايه حسگر نرم مي 11حاکي از صحت انتخاب مدل رديف 

متغیر حالت    3ساختارهای بررسي شده تنها از  اين ساختار در مقايسه با ساير  

پیش ميبرای  استفاده  خروجي  کیفیت  متغیر  دارای  بیني  همچنین  و  کند 

 نسبت به دو مدل ديگر است.  MAEو  RMSEکمترين مقدار 

پیش  از  حاصل  نتايج  مدلهمچنین  رديف  بیني  نتايج    8و    4های  با 

انتخاب پیش مدل  مجموعه    بیني  روی  بر  نرم  حسگر  پايه  عنوان  به  شده 

ب نشان  -5الف و  -5های آزمون مقايسه گرديد. همانطور که در شكل  داده 

رديف   مدل  شده،  نقاط    8و    4داده  در  مخصوصاً  نقاط  از  بسیاری  در 

های واقعي ارائه کرده اند. در  بیني ضعیفي در مقايسه با داده انحرافي، پیش

توانسته روند متغیر    11مقايسه با دو مورد ديگر مدل انتخاب شده رديف  

تری را نشان  بیني دقیقکیفیت خروجي را  بهتر رديابي کند و عملكرد پیش

 ج(.  -5دهد )شكل مي
 

بیني غلظت با استفاده از حسگرهای نرم بر روی مجموعه داده  . نتايج پیش4شكل  

 E؛ ب( جزء  Aآزمون: الف( جزء 

 
های آزمون  های ارائه شده بر روی دادههای عملكردی مدل. شاخص9جدول 

 A بیني غلظت جزءبرای پیش

MAE RMSE 2R   تعداد 
متغیرهای حالت 

 انتخاب شده 

 

2969/0 3785/0 8394/0 12 
X1,X2,X6,X7,X9,
X10,X11,X12,X13,

X14,X17,X20 

4 

2662/0 3348/0 9999/0 7 X1,X2,X7, 

X11,X12,X17,X20 
8 

2515/0 3191/0 1 3 X1,X7,X20 11 

 

 
بر روی مجموعه داده   Aبرای غلظت  LIVهای بیني مدل. نتايج پیش5شكل 

 11؛ ج( مدل رديف 8؛ ب( مدل رديف 4آزمون: الف( مدل رديف 
 

به منظور ارزيابي قابلیت و توانمندی حسگر نرم طراحي شده به منظور  

جزء  پیش غلظت  شده    Eبیني  داده  ترتیب  آزمايشي  در،  به  آن    طي  که 

از دست   ريبا مقاد  آزمون را  یهادادههای  صورت تصادفي برخي از قسمت

بیني مدل بر روی اين مجموعه داده  جايگزين کرده و سپس نتايج پیش  رفته 

ب آورده  -6جديد نیز بررسي گرديد. نتايج حاصل از اين بررسي در شكل  

قادر    نرم  حسگرنشان داده شده است،    6همانطور که در شكل  شده است.  

  یآزمون حاو  که در آن مجموعه داده هايي  در بخش  بیني کیفیت،به پیش

رفته   هایداده  دست  مستتصادف   از  کادر  )با  است  شده(لیطي  مشخص    ي 

خواهد بود، که اين قابلیت حسگر نرم را در شرايط عدم حضور داده نشان  

 دهد. مي

 
های آزمون: الف( بدون  بر روی داده Eبیني غلظت . مقايسه نتايج پیش6شكل 

 مقادير از دست رفته؛ ب( با مقادير از دست رفته

 [
 D

O
I:

 1
0.

61
18

6/
jo

c.
17

.1
.7

7 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
2-

08
 ]

 

                            12 / 15

http://dx.doi.org/10.61186/joc.17.1.77
https://joc.kntu.ac.ir/article-1-962-fa.html


 (TEP) ستمني ا يتنس  نديحالت با کاربرد در فرآ ری بر روش پارامتر وابسته به متغ يمحصول مبتن  تیفیک يابيارز

 داری،  بهاره ب يپور، جعفر صادق  ي لی خل رمحمدیحسن پور، م رعنا
89 

 

 

Journal of Control, Vol. 17, No. 1, Spring 2023  1402بهار،  1، شماره 17مجله کنترل، جلد 

 

حسگر  شاخص  11و    10جداول   عملكردی  با های  را  پیشنهادی  نرم 

تكنیک مدل ساير  پیشهای  برای  جزء  سازی  غلظت  مقايسه   Eو    Aبیني 

برای   RMSEشود، مقادير  مشخص مي  10کند. همانطور که از جدول  مي

کمي از روش پیشنهادی    QSFRو    PLS  ،SFRهای حسگر نرم  تكنیک 

ارائه شده بهتر است. اما با مقايسه تعداد متغیرهای ورودی لازم برای اين سه  

شود  متغیر ورودی( مشخص مي 3)  LIVمتغیر ورودی( و روش    22روش )

به   رسیدن  برای  لازم  محاسبات  حجم  و  آمده  بدست  مدل  پیچیدگي  که 

  LIVباشد. به بیان ديگر، تعداد متغیرهای ورودی مدل  چنین دقتي بالا مي

میزان حدود   به روش  % 85به  کاهش    10های ذکر شده در جدول  نسبت 

بیشتری به نسبت ديگر      2Rه است. علاوه بر اين مدل ارائه شده دارای  يافت

بیني و واقعي در اين مدل دارای  های پیشدهد داده هاست که نشان ميمدل 

 سازگاری بیشتری هستند.  

 
های حسگر نرم فرآيند تنسي ايستمن برای  های عملكردی مدل. شاخص10جدول 

 Aبیني غلظت جزء پیش

 2R RMSE تعداد متغیرهای ورودی  مدلنوع  نويسنده

 کین و همكاران 

[32] 

PLS 22 5271/0 3056/0 

SFR 22 6040/0 2896/0 

QSFR 22 6694/0 2639/0 

 LIV 3 1 3191/0 پژوهش فعلي

 

توان نتیجه گرفت که  نیز مي  11با توجه به مقادير ارائه شده در جدول  

های ذکر شده  در مقايسه روش  RMSEدارای بیشترين مقدار    LIVمدل  

مدل   همچنین  تكنیک  LIVاست.  ديگر  با  مقايسه  مدل در  از  های  سازی 

دقت بیشتر و تعداد متغیرهای ورودی کمتری برخوردار است که اين سبب  

شود. به عنوان نمونه  سازی ميسادگي مدل و کاهش بار محاسباتي در مدل 

)شاخص   مدل  دقت  افزايش  روش  RMSEمیزان  توسط  آمده  بدست   )

LIV   مدل به  ترتیب    DiPLSو    PLSهای  نسبت  و    18/98به   %6/97 %  

 گزارش شده است. 
 

های حسگر نرم فرآيند تنسي  های عملكردی مدل. شاخص11جدول 

 Eبیني غلظت جزء  ايستمن برای پیش

 2R RMSE تعداد متغیرهای ورودی  نوع مدل نويسنده

 [ 31]دانگ و کین 
PLS 33  - 9590/0 

DiPLS 33  - 7418/0 

 LIV 3 9739/0 0174/0 پژوهش فعلي

 

 گیری  نتیجه -6

پیش منظور  به  محور  داده  نرم  حسگر  طراحي  پژوهش  اين  بیني  در 

کیفیت در فرآيند تنسي ايستمن بر مبنای روش شناسايي تفسیر پذير داده و 

حسگر نرم    بررسي قرار گرفت.سازی وابسته به حالت مورد  تكنیک مدل 

  دهيارائه گرد  (LIV)  يسودمند محل   ریمتغ  کیبا استفاده از تكن  پیشنهادی

روش    ريساده دارد و نسبت به سا  یساختار  نكه يعلاوه بر ا  ک یتكن  نياست. ا

متغ  یمدلساز  یها تعداد  قابل  ازمندین  یکمتر  یورود   یرهایبه    ت یاست، 

رو  رگذاریتأث   یرها یمتغ  ييشناسا ن  یرهایمتغ  ی بر  را    داراست.  ز یهدف 

بر   در بخش آموزش مدل معیارهای    LIVساختار مدل حسگر نرم مبتني 

به ترتیب    A( را برای غلظت جزء  AIC( و آکائیک )BICاطلاعاتي بیزين )

( و  BICگزارش نمود. همچنین معیارهای اطلاعاتي بیزين ) 43/21و   79/8

به    Eبیني جزء  منتخب در پیش  LIV( برای ساختار مدل  AICآکائیک )

به منظور    بدست آمد. مدل  27/ 34و    70/14ترتیب   حسگر نرم ارائه شده 

توانست با سه متغیر به عنوان ورودی مدل و خطای    Aبیني غلظت جزء  پیش

RMSE  ،3191/0  بیني  بیني نمايد. مقدار خطای پیشمتغیر غلظت را پیش

(RMSE  جزء غلظت  برای   )A    مدل مدل   نسبت  LIVدر  کمینه  به  های 

( )PLSمربعات جزئي  تدريجي  ترکیبي  و رگرسیون  SFR(، رگرسیون   )

( کیفیت  به  وابسته  تدريجي  ترتیب  QSFRترکیبي  به  اختلاف جزئي  با   )

بیشتر مي  29/17% و    9/ 24،  23/4% متغیرهای  باشد درصورتي%  تعداد  که 

کاهش يافته   % 85های ذکر شده  به میزان نسبت به مدل  LIVورودی مدل 

 است. 

توانست    Eبیني غلظت جزء  مدل حسگر نرم ارائه شده به منظور پیش 

، RMSEمتغیر خروجي را با سه متغیر ورودی مدل حسگر نرم و خطای  

پیش پیش  0174/0 مقدار خطای  همچنین  کند.  )بیني  برای  RMSEبیني   )

کمینه  ( و  PLSهای کمینه مربعات جزئي )را نسبت به روش  Eغلظت جزء  

  % 6/97و   %98/ 18( به ترتیب به میزان  DiPLSمربعات جزئي دروني پويا )

مدل است.  داده  روش  کاهش  مبنای  بر  شده  ارائه  نرم  حسگر    LIVهای 

های فرآيند حاوی مقادير از دست داده  توانستند در شرايطي که مجموعه

 بیني کنند.  رفته باشند، متغیر هدف را با عملكرد مطلوب پیش
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